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Abstract

Mixing two or more languages together in communication is called as code-mixing. In South
Asian communities it has become famous due to bilingualism or multilingualism. Sinhala-
English code-mixed(SECM) text is the most popular language used in Sri Lanka in casual talks
such as social media comments, posts, chats, etc. On social media platforms, the contents such
as posts and comments are used for personalized advertisement recommendations, post
recommendations, interesting content recommendations, etc., to provide better customer
service according to their interest. Due to the code-mixing nature of the language, most of the
Srilankan social media content is unused for recommendation purposes. So our research study
mainly focuses on translating the SECM text to the Sinhala language. Once the contents are
converted to a standard language, the social media contents can be processed easily and used
for the necessary purposes. In this research, we initially conduct an in-depth analysis of
Sinhala-English code-mixed. Issues that are considered as barriers to translate the SECM to
Sinhala are identified. Also, we conducted a thorough literature study of code-mixed text
analysis. An SECM-Sinhala parallel corpus with 5000 parallel sentences are used for this
research study. The approach proposed for the SECM to Sinhala translation consists of a
normalization layer, Encoder-Decoder framework(Seq2Seq), LSTM and Teacher Forcing
mechanism. We evaluated our proposed approach with other translation approaches proposed
for code-mixed text translation, and our approach gave a significantly higher BLEU score.

Key words

Code-mixing, Bilingualism, Multilingualism, LSTM, Teacher Forcing
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1. Introduction

1.1 Background and motivation

The mixing of linguistic elements such as terms, words, and morphemes of one
language with another language is called code-mixing. In code-mixing, lexicon and
syntactic formulation from different languages are mixed to generate a single sentence.

This can also be described as romanization (Davies & Bentahila, 2007).

In southeast Asian contexts, bilingualism or multilingualism is a widespread trend.
The potential to interact in two languages is called bilingualism and the ability to
interact in more than two languages is called multilingualism. Code-mixing has been
identified as a result of bilingualism and multilingualism. Researchers have different
viewpoints on bilingualism. A set of researchers states that bilingualism in code-
mixing is considered a skilled performance. In contrast, another group of researchers
argues that bilingual people are rarely fluent in their second language. Also, the
researchers state that bilingualism survives especially in communities where each

language is given equal prestige(Senaratne, 2009).

Several research studies about multi-lingual communities have proven that people
choose social media as the medium to express thoughts or ideas in their daily life
(Chandu et al., 2017). Most people have used bilingual texts on social media.
Therefore, there is a huge demand for research studies based on code-mixed text. The
prime focus of this research study is based on Sinhala-English code-mixed
text(SECM).

There are several questions upraised when it comes to code-mixed text.

e Does code-mixing have standard patterns?
e Is there a dominant language in the code-mixed text?
e Is code-switching a part of code-mixing?

e Does code-mixing have a grammatical structure?



These questions inspect many hidden facts that need to be clarified through more
research based on code-mixed texts. In this research study, we analyse the local context

of Sinhala-English code-mixed texts.

According to internet statistics from 2020, 25.9% of people are using the English
language in the internet. Usage of the English language is less than one-third of the
total usage. Local internet forums and social media in South East Asian countries
contain texts with code-mixing. Most of the user-generated texts have been identified
in the form of code-mixed text(Chandu et al., 2017).

Millions of user-generated content such as posts, comments, and reviews are daily
posted on social media. Using user-generated content for personalized
recommendation, sentiment analysis, entity extraction, etc., is considered one of the
famous business marketing strategies in the 21% century. Due to the code-mixing, a
huge amount of user-generated content lasts unprocessed for business purposes. This
leads to massive information loss. So these days, there is a considerable demand to
convert code-mixed text to a single language text (Dhar et al., 2018). However, due to
the lack of a parallel dataset (code-mixed sentence and its target sentence), the number
of researches conducted on this topic is minimal. The core target of our research study

is to translate the Sinhala code-mixed text into Sinhala.

English - <Eng>
Sinhala - <Sin>

Sinhala-English code-mixed sentence : Price eka wadi, customer service eka madi

L1l | | | I
I I | I

<Eng> <Sin> <Eng> <8Sin>

Figure 1.1 : Example of Sinhala-English code-mixed text sentence

In the research study of (Kachru, 1986), he explains the need for English in South
Asian countries. Many former Anglo-American colonies have been recognized with

varieties of English, which is a deviation from Standard English in the later



development world. According to Kachru’s observation, in South Asia, the English
language is appraised as a sign of ‘achievement’, ‘modernization’, and ‘strength’.
Also, his study defines code-mixing as a highlight of social, modernization, and
economic status and membership in an aristocratic society. The most comprehensive
code-mixing range is identified in the English language. More than the effect of
colonization, code-mixing rests on several additional factors such as the amount of
exposure to English, medium of instruction in school or workplace, topics and contexts

of discussion, and rate of occurrence of language used in marked domains.

The code-mixed sentences are structured in the order of the native language of the
writer and borrow a few vocabularies from the second language the writer is fluent in.
Many countries such as India, Sri Lanka, Bangladesh, China, etc. have been identified

with massive use of code-mixed texts on their local social media(Chanda et al., 2016).

Sri Lanka acknowledges Sinhala, English, and Tamil as the formal languages used for
official activities. We mainly have two categories of code-mixed languages; Sinhala-
English (Singlish) and Tamil-English (Tanglish). But there is no mixing between
Sinhala and Tamil languages. Most Sri Lankans are bilingual. They are experts in their
mother tongue and also good in English. This leads the way to the usage of code-mixed

text.

Figure 1.1 shows an example of Sinhala-English code-mixed text. The words ‘Price’,
‘customer’, and ‘service’ are derived from English vocabulary in the sentence. The
rest of the words are from the Sinhala language, written with English letters. This way
of representation is called romanization or transliteration. Also, the sentence has been

expressed with the Sinhala grammatical structure.

Our research study breaks the barriers to translating Sinhala-English code-mixed text
to Sinhala, where we analyse the structure and pattern of code mixed text, identify the
challenges in Sinhala-English code-mixed text, build a model to translate code-mixed
text to a standard language and finally building a web application for the translation

accessing the created model.



1.2 Research Problem

1.2.1 Challenging structure of SECM text

Singhe et al(2018), have stated that code-mixed texts diverge from the respective
language mainly for 2 reasons: informal speech and transliteration. Insufficiency in the
methods for formal transliteration leads the way to informal transliteration with
different phonetic variations. Multi-lingual speakers often directly convert the native
language scripts into Roman scripts(Singh et al., 2018). The structure of the converted
text depends on the accent, region, and dialect. For example, the Sinhala word ‘z-®’
is written in many ways such as ‘kama’, ‘kaama’, ‘kema’ etc., in Sinhala-English
code-mixed text. All these words represent the single meaning ‘Food’. This is called
informal transliteration. The secondly stated factor for the deviation from common
words is colloquial speech. This issue mainly happens due to the usage of words with
non-standard spellings. If we consider the word ‘Good’, it is written as ‘gd’, ‘gud’,
‘gooood’ etc. Bi-lingual or multilingual speakers tend to make these mistakes due to

the lack of knowledge in their non-native languages.

The research study of Muskyn(1984) identified 13 different patterns in code-mixing,
such as heavy slang relexicalization, congruent lexicalization, borrowing, insertional
code-switching, mixed pidgins, etc. We analysed our research study to specifically
obtain the issues or barriers in Sinhala-English code-mixed text(Kugathasan &
Sumathipala, 2020).

e Spelling errors

SECM sentence . ‘kama vry gd’
Sinhala Sentence D o ® eetE ewicd’
English Sentence : ‘Food is very good’

The words ‘vry’ and ‘gd’ represent the English words ‘very’ and ‘good’. It has spelling
errors due to code-mixing.

e Inconsistency in phonetic transliteration



SECM sentence : ‘mama wathura bonawa’
‘mama vathura bonawa’
‘mama vathura bonawaa’

Sinhala Sentence ‘00 990 e’

English Sentence : ‘I drink water’

The same sentence is written in different ways in SECM text. The word ‘water’ is
represented as ‘vathura’,‘wathura’ and the word ‘drinking’ is represented as
‘bonawa’,‘bonawaa’. Same word with different transliterations. This causes an

inconsistency.

e The use of special characters and numeric characters

SECM sentence : “4to gaththa’
Sinhala Sentence : ‘a0 Gres @I’
English Sentence : ‘“Took photo’

In the SECM sentence, the word ‘4to’, absorbs the phonetic sound of the word ‘four’
and combines it with the word ‘to’, together, it represents the phonetic sound of the
word photo. Likewise, there are several situations numeric and special characters are
used in the SECM sentence.

e Borrowing of words

SECM sentence : ‘Service eka hondai’
Sinhala Sentence ! ‘etdDD ewicd’
English Sentence : ‘Service is good’

The sentence starts with an English ‘Service’ and suddenly switches to Sinhala
transliterated words ‘eka’ and ‘hondai’. The sentence has the basic grammatical

structure of Sinhala and it borrows the word service from the English language.



e Integration of suffixes

SECM sentence : ‘teacherla hamoma enna’
Sinhala Sentence D@0 D0sTY ©1e@I® O35y
English Sentence : “All the teachers are requested to come’

The word ‘teachers’ is an English word which is a singular noun and the suffix ‘la’ is
in the transliterated form taken from the Sinhala language. Together the word stands

for the meaning ‘teachers’ which is plural.

e Switching for discourse marker

SECM sentence : ‘niyama kama so ayeth kanna hithenava’
Sinhala Sentence DB 2@ ,Om Bwo erews »5I5 Semnms
English Sentence : ‘Great food, so like to eat again’

In this sentence, an English discourse marker 'So' is used to join the two sentences
which have Sinhala transliterated words.

1.2.2 Lack of parallel data for the SECM text translation

Social media platforms in the South-East Asian context often contain code-mixed texts
due to their increasing usage. We analyzed the primary data collection platforms of the
code-mixed text-based research studies. According to the analysis, most of the code-
mixed text data is collected from social media platforms. Figure 1.2 shows a detailed
view of the data collection of several code-mixed text research studies. But only a few
studies have the parallel dataset needed for the code-mixed text translation task. This

is considered a barrier for low-resource languages such as Sinhala.
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Masoud et al(2019)

Figure 1.2:Data collection platforms of code-mixed text

1.2.3 Lack of successful methods for the code-mixed text translation

Numerous translation research studies have been carried out for the monolingual

dataset. Also, there are multilingual Neural Machine Translation models available,

where a solo model is used to convert multiple source languages to various target

languages. These models motivate knowledge translation among

language

pairs(Lakew et al., 2018; Tan et al., 2019), zero-shot translation(direct translation

among a language pair that has never been used in the training phase (Al-Shedivat &
Parikh, 2019; Firat et al., 2016; Gu et al., 2019a; Johnson et al., 2017) and enhance

translation of low resource language pairs (Arivazhagan et al., 2019). Rather than these

benefits, multilingual NMT systems show poor performance(Firat et al., 2016;

Johnson et al., 2017) and substandard translation.




Compared to the number of researches based on monolingual and multilingual
translation, the number of code-mixed text translation-based researches is very few. A
hybrid model, which is a combination of a Statistical model and knowledge translation
approach, was introduced by Carrera et al. for code-mixed text translation(Carrera et
al., 2009). Rijhwani et al. have proposed a model with word-level language
identification and matrix language detection where the current monolingual translators
are applied(Rijhwani et al., 2016). An augmented pipeline approach was proposed by
(Singh et al., 2018) and a back translation approach was proposed by (Masoud et al.,
2019) for the code-mixed text translation. But non of the mentioned approaches gave
a satisfactory BLEU(Bi-Lingual Evaluation Under Study) score.

1.2.4 Unavailability of tools for the Sinhala-English code-mixed text
translation
Even though some models are proposed for the code-mixed text translation, there is
no tool built for the models. Therefore, in our study, we have used the implemented

model and developed a translation tool for SECM to Sinhala translation.

1.3 Research Aim and Objectives

This research study aims to develop a model for Sinhala-English code-mixed text to
Sinhala translation.

The main aim of this project leads to the following research objectives:

1. Analyze the patterns, structure, and grammar in Sinhala-English code-mixed

sentences and identify the barriers to the translation of the code-mixed text.

2. Develop a parallel corpus of SECM text collected from social media and its

relevant Sinhala translation.

3. Normalization of SECM text ( Slang word normalization, spelling error

corrections, and transliteration).



4. Develop a model for the SECM to Sinhala code-mixed text translation, which

provides better translations with better BLEU scores.

5. Evaluate the proposed model with the state-of-the-art models

6. Build a web application using the proposed model to translate SECM sentences

to Sinhala.

1.4 Contribution of the Thesis
The contribution of this research study benefits to extend the knowledge in the field of
code-mixed text translation. Each contribution and the related publication are listed in

the following section.

1. An in-depth analysis of the code-mixed text : The research systematically
analyses previous studies and compares the methodologies of different tasks
performed on code-mixed text. The tasks performed in code-mixed texts are
language identification, normalization, code-switching, and translation. The
result of this analysis revealed that there are plenty of improvements in code-
mixed text-related research.

Related Publications :

Submitted and revised Journal paper -

Title - A Systematic Review of Code-Mixed Text Analysis Approaches
Journal Name — Ampersand

2. Building the parallel corpus for SECM-Sinhala : There are no parallel
sentences available to conduct Neural Machine Translation on SECM text. In
this research study, we collected 5000 SECM sentences from social media
platforms and manually translated each sentence with the help of a human
translator. To check the correctness of the translation, we used annotators and

modified the incorrect translation according to the annotation. This is explained



in detail in Chapter 4.1. Fleiss Kappa method is used to measure the agreement
between the raters, which gave a 0.88 score which shows the agreement between

the raters stating the translation is valid.

Identifying the challenges in SECM text and transliteration mapping: In this
part of the research, we identified the challenges which are considered the
bottleneck for code-mixed text translation. Also, we proposed a mapping where

each Sinhala letter is mapped to its most relevant form of transliteration.

Related Publication :
Kugathasan, A., & Sumathipala, S. (2020, March). Standardizing Sinhala code-
mixed text using a dictionary-based approach. In 2020 International Conference

on Image Processing and Robotics (ICIP) (pp. 1-6). IEEE.

. A novel approach to translating SECM sentences to Sinhala: A neural
machine translation model was implemented as a combination of the Seq2Seq
model(Encoder-Decoder framework), LSTM(Long-Short Term Memory) and
Teacher Forcing Algorithm. This approach solved the many identified challenges
of SECM text in translation.

Related Publications :

Conference paper -

Kugathasan, A., & Sumathipala, S. (2021, September). Neural Machine
Translation for Sinhala-English Code-Mixed Text. In Proceedings of the
International Conference on Recent Advances in Natural Language Processing
(RANLP 2021) (pp. 718-726).

Journal paper -

Kugathasan, A. and Sumathipala, S., 2022. Neural machine translation for
sinhala-english code-mixed text, International Journal on Advances in ICT for
Emerging Regions, Vol 15 No 3 (2022): 2022 December Issue

10



5.

Implementation of a web application to translate SECM to Sinhala : Using
the implemented model, aweb application is implemented. This tool can be used
as a translator application where the user provides SECM text as input and the
tool will translate the given input sentence as Sinhala Sentence. Also, the tool

provides a feature to calculate the BLEU score based on the reference sentence.

1.5 Significance

The dataset implemented for this research study can be used as an important
resource in the domain of Sinhala-English Code-Mixed text translation. Also,
the study points out the most frequently occurring challenges in code-mixed
text. The model proposed in this thesis collectively deliver a better approach
and maximize the use of available dataset to provide efficient result in the

domain of code-mixed text translation.

1.6 Thesis Outline

Chapter one provides an idea of what is the research is about. Chapter 2
contains an in-depth literature survey for code-mixed text analysis. Chapter 3
includes analysis of Sinhala-English code-mixed text. Chapter 4 contains the
details about the proposed approach. Chapter 5 explains the prediction and
evaluation of the model and Chapter 6 contains the result and discussion.

Finally, Chapter 7 summarizes and explains the conclusion and the future work.
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2. Literature Review
The literature review section of this thesis provides a comprehensive analysis of code-
mixing, a linguistic phenomenon that holds significant importance in multilingual
communication. To ensure a systematic and thorough exploration of the subject, the
review methodology was grounded in the identification and selection of recent and
highly cited articles. By focusing on the most influential works published in the field,
this review aims to offer a well-rounded understanding of the various dimensions of
code-mixing. In line with this objective, the review process involved the meticulous
categorization of identified articles into distinct thematic categories, such as Word-
level language identification in code-mixing, identification of code-switching,
normalization of code-mixing etc., allowing for a structured examination of the
multifaceted aspects of code-mixing. Through this rigorous approach, the literature
review endeavors to contribute to the advancement of knowledge in the field of

multilingual communication and language mixing.

2.1 Code-mixing

2.1.1 Word-Level language identification

Linguistic communities have shown a massive interest in building language models
for code-mixed text in the previous years. According to (Bali et al., 2014), automating
the process of code-mixed text analysis is considered an essential task due to the
excessive usage of code-mixed text in this digital era. Furthermore, language
identification of words in code-mixed is observed as an essential process in code-

mixed text analysis.

According to the sentence shown in Figure 2.1, English words and Sinhala
transliterated words are mixed in a single sentence. ‘<En>’ refers to English
transliterated terms, ‘<Sin>’ refers to Sinhala transliterated terms, ‘<Sin> + <En>" is
a combined word. Two languages are linked in one sentence. Language identification
for each word in a single sentence could be considered as one of the tasks to identify
whether the sentence is code-mixed if the sentence is identified with words represented

in more than one language, the sentence would be marked as code-mixed.
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SECM  Lassana atmosphere ekak so friendla ekka 4to ekak gatha

sentence: T T ﬁ ? 4
<Sin> c:Sin+En>T c:Ean <Sin>

=Sin= " "
<En> <En>= <Sin=  <Sin=

Meaning :  Beautiful atmosphere, so took a photo with friends

Figure 2.1: Example of Sinhala-English code-mixed text

McCallum introduced a character-based n-gram that is used with the Maximum
Entropy classifier to recognize the language based on the grammatical pattern of the
sentence(McCallum, 2002). (Veena et al., 2017)(2007) utilized character Conditional
Random Field(CRF)(Lafferty et al., 2001), Logistic Regression(LR) (Lui &
Baldwin, 2012), and Language model approaches are also used for the language

identification task.

(Nguyen & Dogrudz, 2013)collected Turkish-Dutch data, which had much noise from
spelling variations due to transliterations, Turkish characters which are replaced with
characters from other languages, and misspelt words. Since Turkish and Dutch has so
many words with common spellings, the language identification task was very
challenging. Somehow the researchers managed to achieve the task by using a
combined method of n-gram comparison approach along with the approach called
‘langid’(Lui & Baldwin, 2012). ‘langid’ is an approach of Naive Bayes with n-gram

features.

A language model is implemented using a character-level n-gram approach with
Witten-Bell smoothing(Chen & Goodman, 1999). A CRF-based model is proposed by
(Chittaranjan et al., 2014) where the attributes such as: capitalization, contextual,
character n-gram, special character, and lexicon are considered for language
identification. In the research study of Veena et al. (2017), character embedding with
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skip-gram architecture (Mikolov et al., 2013) has been used for the language
identification of Tamil-English and Malayalam-English code-mixed text.

(Mandal et al., 2018) proposed a phonetic and character-based LSTM approach to
recognize the language in the code-mixed text of Bengali-English. First, each word is
encoded and to handle the phonetic encoding, two categories of phonetic libraries are
created: Root Phones(RP) and Similar Phones(SP). The method variable-length sliding
technique is used for the phonetic encoding process. LSTM and Recurrent Neural

Network(RNN) have been used to train the RP and SP lists to recognize the language.

A research study based on language detection in Sinhala-English code-mixed text
conducted by (Shanmugalingam et al., 2018), proposes an approach based on Unicode
characters in roman scripts and term frequencies to identify the code-mixed text and
language dictionaries to identify common words from the English language. They have
used classifiers such as Support Vector Machine( SVM), Random Forest, Logistic
Regression, Decision Tree, and Naive Bayes. The F-measure and the accuracy are
recorded for different classifiers. For example, SVM gave the highest accuracy of
89.5% among all the other classifiers. The following Table 2.1 shows a summary of

necessary research conducted on word-level language identification.

14



Table 2.1 : Summary of research studies on word-level language identification

Evaluati
Paper Dataset used Approaches on Result
Criteria
Dictionary lookup (DICT)
Accuracy = 85.8%
Language model (LM)
Accuracy = 94.4%
DICT+LM
Accuracy = 94.6%
Online forum data _ i i
Logistic Regression (LR) + Assigned
from Netherlands Accuracy,
Nguyen and ) labels (LAB) o Accuracy = 96.1%
for Turkish-Dutch Precision,
Do gru“oz (2013) ) )
online community Recall

speakers.

LR + log probability values (PROB)

Conditional Random Fields (CRF) +

Individual tokens as a feature (BASE).

CRF + LAB

Accuracy = 97.6%

Accuracy = 97.5%

Accuracy = 97.2%
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CRF+PROB

Accuracy = 97.6%

Facebook posts

and comments

Baseline(Dictionary Based) Approach

Word-level classification using SVM and

without contextual information

Accuracy=93.64%

Accuracy=95.21%

] Accuracy,
Barman et al. collected using o
o ) Precision,
(2014) FaceBook Word-level classification using SVM Recall
eca
graph API with contextual information Accuracy=95.52%
explorer
Sequence labelling using CRFs including
contextual information Accuracy=95.76%
Shanmugalingam Support Vector Machine
_ ) ) Accuracy = 89.46%
, Sumathipala, Tamil-English
Accuracy,
and Facebook posts | Random Forest
F-Score | Accuracy = 86.06%
Premachandra and comments
(2018) Logistic Regression Accuracy = 89.09%
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Decision Tree

Naive Bayes

Accuracy = 94.5%

Accuracy = 84.61%

Veena, M. A.

Kumar, and

Tamil-English and
Malayalam-

English Facebook

Character embedding with skip-gram
architecture, including context details for
word-level language identification.
Support Vector Machine(SVM) classifier

Accuracy

Accuracy for
Malayalam-
English=93%

Soman (2017) posts and . Accuracy for Tamil-
for the training of the model )
comments English=95%
Chittaranjan et Accuracies = 80% -
Tweets CRF based approach Accuracy
al. (2014) 95%
Transliterated
Bengali words
Root phones. _
corpus from ICON Accuracy of stacking
Mandal, S. D. 16 4, ICON 17 method = 91.78%
Das, and D. Das Phonetic and Character encoding Accuracy
(2018) English approaches

terms corpus from

online resources.

Two deep LSTM models.

Ensemble models using stacking and
threshold techniques

Accuracy of
threshold model =
92.35%
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2.1.2 Ildentification of code-switched text

Code-switching is observed as a segment of code-mixing. Changing languages among a
single sentence is called code-switching. The sentence could also contain more than one
grammatical structure from different languages. Figure 2.2 shows an example of a code-
switched sentence. The sentence comprises both Sinhala and English words. The initial
part of the sentence contains English words where English grammatical structure is used,
and the latter part of the sentence contains Sinhala words where that part of the sentence
has the Sinhala grammatical structure. In code-switching, the grammatical structure

changes according to the language in the inter-sentential level.

Eng - English words

Tags

Sin- Transliterated Sinhala words

Code-switched ~ He asked her to come but eya kamathi na
sentence L J L J

Eng Sin

Meaning :  Heasked her to come but she doesn't like to go

Figure 2.2: An example of a Sinhala-English code-switched sentence

(Yu et al., 2013) propose a method with two main tasks. The first task is to recognize the
language of the term in a given sentence. A dataset of code-switched and non-code-

switched sentences are prepared to conduct the second task, where separate language
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models are built. The highest probability n-gram output obtained by the code-switching
model is compared against the production obtained from non-code-switching. This
technique is used to identify whether the n' word in the input sentence is code-switched

or not.

(Lignos & Marcus, 2013) proposed a supervised learning approach of token-level
language detection to identify whether a sentence is code-mixed or not. Two monolingual
corpora are used to measure the ratio probability of a word(w) in each language according

to the equation shown in equation (1).

P(w|Spanish) (1)
P(w|English)

Each word is tagged by its controlling(superior) language. For example, suppose the
calculated probability is close to value 1. In that case, that word is marked as ambiguous.
If the sentence contains sufficient words from each language, the sentence is labelled as a

code-switched sentence.

According to (Volk & Clematide, 2014), sub-sentential tokens in the sentences containing
unknown lemma and framed with quotation marks are searched and labelled. The rule is
that at least two terms must be identified outside the quotation. Identified string sequence
would be given as input to the Langid to identify the English word sequence and other
language sequences. If the result sentence is divergent for the neighbourhood sequence,
the sentence is labelled as code-switched.

Binary classification using Naive Bayes classifier is another method used to identify the
code-switched sentences by (Papalexakis et al., 2014). Suppose the n'" token and (n+1)"
token are identified as they are not from the same language the sentence is labelled as 1

and otherwise 0. A deep learning approach using Part Of Speech(POS) tagging to identify
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the code-switched text is proposed by (Attia et al., 2019). According to this study, POS
categories greatly assist in identifying code-switching.

Many studies have been conducted on measuring the amount or level of code-switching
in a code-mixed sentence. (Barnett et al., 2000) introduced the M-Index, which is a metric
used to measure the imbalance in the distribution of language in datasets. (Guzman et al.,
2016) extended this idea and introduced a new metric Integration index(l-index) to
identify the probability of code-switching within a dataset. This index provided a value
in-between 0 to 1, where a zero I-index means there is no code-switching. In 2016,
(Gamback & Das, 2016)proposed a Code Mixing Index(CMI), which assesses the code-
switching of a particular dataset based on the frequency of unique words. Table 2.2 shows

the summary of research studies based on code-switching.
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Table 2.2:Summary of research studies on code-switched texts

Paper

Dataset used

Approaches

Evaluation

Criteria

Result

Yu et al. (2013)

Mandarin-
English corpus of
web-based news

articles,

Language modeling

approach

POS based model

A corpus called
Sinica which is
released by the
Association for
Computational
Linguistics and
Chinese
Language
Processing
(ACLCLP)

Word based model

Accuracy

Language model Accuracy =
79.01%

Word based model accuracy =
41.09%

POS based model accuracy=
53.08%
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Tweets and
Lignos and Spanish corpus
Marcus(2013) by MITRE for

testing

Ratio list model Accuracy | Accuracy = 96.6%

Multilingual With correct language label

diachronic L precision = 78%
Volk and Classification of word

_ corpus of Precision
Clematide(2014) ) _ sequence approach o
Swiss Alpine Unlabelled precision = 78%

texts.

Online
discussion forum

dataset obtained _ .
Naive Bayes classifier

) from the ) _ o
Papalexakis, ) with various combination
Turkish-Dutch
Nguyen, and o of features
immigrant

Do~gruoz (2014) L
community in the

Netherlands.

Precision of Language of
Language of tokens
tokens feature = 0.63
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Language + previous Precision of Language +

code-switching previous code-switching = 0.67
Emoticons Emoticons = 0.67
MWEs Precision of MWEs = 0.53

Precision, | Precision of Emoticons +
Emoticons + MWEs Recall, MWEs = 0.52

F-score o
) Precision of Language +
Language + previous ) o
- previous code-switching +
code-switching + _
) emoticons=0.69
emoticons

Language + previous code-

Language + previous o
switching + MWEs=0.71

code-switching + MWEs

Precision of All = 0.68

All
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2.1.3 Normalization of code-mixed text

Normalization is the process of converting an informal text into a standard format. The
massive growth of informal text in social media creates the demand for the normalization
models. In Section 1.2.1 the challenges identified in code-mixed texts are stated clearly.
Inconsistency in transliteration, incorrect spellings, and abbreviations in code-mixed texts
are considered some of the key features that are a barrier to translating code-mixed text to

a standard language.

The very first normalization model was introduced by (Wong & Xia, 2008), for a Chinese
chat corpus. Phonetic mapping and SCM(Source Channel Model) are used for the
normalization of the chat corpus. For the given input string, the SCM approach obtains

the most suitable character string.

T = {ti}j=123.n (2

C= {Ci}j=1,2,3..,n (3)

o argmax P(C|T)
c

4)
o argmax P(T|C)P(C)

Cc

24



In equation (2), the given input string is denoted by T, and the input characters are denoted
by ti. In equation (3), the output string is denoted by C, and the output characters are
denoted by ci . Finally, Wong & Xia(2008) finds the most probable character string to the
equation (4).

(Xue et al.,, 2011) enhanced the model of Wong & Xia(2008), where 4 factors are
considered for normalization: phonetic, orthographic, contextual and acronym expansion.
Hidden Markov Model approach is used by (Choudhury et al., 2007) to normalize the
SMS(Short Message Text). The proposed algorithm facilitates to build the word-level
Hidden Markov Model with a specific set of generalized parameters. This study was later
continued by (Cook & Stevenson, 2009), to build an unsupervised noise-channel model,

which increased the accuracy of normalization by 2%.

(Dutta et al., 2015), proposed an approach where the Noisy-Channel framework is used to
check the misspelt words and correct them. Baye's theory is applied in the noisy channel
model to identify the misspelt word, which would be replaced with the most likely word
the writer expected to write. In equation (5), the cluster of all the words belonging to one
language is denoted by V, which means the vocabulary. In the channel model, P(x|w)
denotes the probability of how likely the word w would be accidentally written as the word
X. In the language model, P(w) denotes the maximum likelihood estimate of how likely it
is that w is written in the first place. The confusion matrix is used to identify the counts
of the letters that are inserted/deleted/substituted by mistake.

w = argmax p(w|z)

weW
| : ®)
we)/ p [‘1}

= argmax p(z|w)p(w)

we
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The confusion matrix is built based on the Levenstein edit distance algorithm. This matrix
is categorized into insertion, deletion, substitution and transposition matrices. Wordplay,
such as intentionally misspelt words to express emotions, is identified using regular
expressions. The normalization here is done by replacing the repeating characters. After
the replacement, if the resulting word is still not valid, it will be directed to the noisy
channel model for spell checking. Also, the researchers identified and replaces the
shortcuts used in words such as ‘fav’ instead of ‘favorite’ and the phonetically spelt words
such as ‘4got’ used instead of ‘forgot’. The accuracy of 69.4% is gained from the overall
spellchecker model.

Mandal & Nanmaran(2018) introduced a normalization approach with two main models
for transliterated text. Sequence to sequence model is used to convert the user
transliterated words to standard transliteration according to the ITRANS(Indian
Languages Transliteration) corpus. The second model is based on the string matching
algorithm, Levenshtein Distance(LD). The string matching algorithm measures the
difference between the sequence of two words. The first model gave better accuracy than
the second model. Another normalization approach for the anomalies in the code-mixed
text is introduced by Singh et al. (2018)[7]. Different variations of the same word are
captured using the skip-gram and edit distance approaches. Skip-gram considers the
context and represents it in a semantic space. If the context is similar, the vector
representations of variations of the same word and the consonant are also similar. Based
on this, a similarity metric is defined to calculate the closest variants of a given the word.
The cluster of words with similar representations are identified, and the most frequently
used word is labelled as a parent. It will be used as a substitute for the words with similar
representation. Substitution of the parent word representation reduces the number of

words and reduces the noise.
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A four-module approach is introduced by Barik et al. (2019) to normalize the code-mixed
text. Tokenization and labelling are the main processes in the first module in the pipeline.
Each chunk in the sentences is labelled as B (beginning), I (inside), and O (outside). The
labelled data is the input to the second module, language identification, where Conditional
Random Field(CRF) is used. Lexical normalization is the third module which replaces the
Out Of Vocabulary(OOV) tokens with the relevant word from the dictionary. The fourth
module combines the first three modules and translates the final output from the combined
modules into Indonesian. Another normalization model proposed by Lourentzou et al.
(2019) combines word-based and character-based models to identify the OOV by
preserving contextual information. Finally, a Convolutional Neural Network model with
character-level embedding is proposed by Arora & Kansal(2019) to normalize the

unstructured texts and noisy sentences.
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Table 2.3:Summary of research studies based on text normalization

Paper Dataset used Approaches Evaluation | Result
Criteria
Wong and Monolingual chat corpus | eXtended Source Channel F-measure | F1-Score = 0.88
Xia(2008) for the Chinese Model (XSCM)
Xue, Yin, Tweets and SMS The multi-channel model with | Accuracy, Accuracy = 0.96
and Davison | messages generic channel probabilities F-measure,
(2011) (MC-Generic) Precision,
- - Recall

The multichannel model with Accuracy = 0.96

term-dependent channel

probabilities (MC-TD)

Aspell Accuracy = 0.92

Moses Accuracy = 0.94
Choudhury | Short messages over Hidden Markov Model(HMM) | Accuracy Accuracy=57.7%
et al. (2007) | mobile phones
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Cook and Short messages over Unsupervised noisy channel Accuracy Accuracy=59.4%
Stevenson(2 | mobile phones framework
009)
Duttaetal. | Comments and Public Combination of CRF based Accuracy Accuracy=69.43
(2015) posts written by ML approach and post- %

multilingual speakers processing heuristics

extracted from the social

media
Mandal and | Data set from Mandal, S. | Seq2Seq approach Accuracy Accuracy =
Nanmaran D. Das, and D. Das 50.01%
(2018) (2018), phonetically

transliterated i i i

String matching using Accuracy =
corpus,standard Roman Levenshtein Distance(LD) 90.27%

transliterations
(ITRANS) corpus
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Rajat Twitter Skip-gram & Edit Distance Accuracy Accuracy on

Singhx, Bengali-English =

Nurendra 76.14%

Choudhary*

and Manish

Shrivastava( Accuracy on

2018) Hindi-English =
75.24%

Accuracy on

Tamil-English =
65.97%
Barik et Twitter 4 module pipeline approach Accuracy
al(2019) F1 - Score =
81.31
F-Score

Accuracy = 68.50
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2.2 Machine Translation

The significance of Machine Translation(MT) is increased due to the massive demand for
translation for the purposes like military services, overseas businesses, valuable social
media content from different languages, and profitable customers with a preference for
different languages. Neural Machine Translation(NMT) is the currently trending domain
in Machine Translation. Recurrent Neural Network (Kalchbrenner & Blunsom, 2013),
Seq2Seq approach (Sutskever et al., 2014), and Attention-based NMT (Bahdanau et al.,
2014) are considered trending approaches for NMT.

There are many translation-related research conducted on monolingual datasets. A
combined model of shallow and fusion with NMT techniques has been introduced by
(Gulcehre et al., 2015). There are two approaches proposed by (Sennrich et al., 2015) to
the monolingual translation. The first approach is to match the monolingual dataset with
dummy input, and the second approach is using a pre-trained model on a parallel corpus
with NMT technique. A semi-supervised approach by combining the labelled and

unlabeled dataset is proposed by (Cheng, 2019).

Rather than the monolingual MT models, there are multilingual NMT models, which
support many languages from a single model. These models obtain the knowledge
translation among language pairs(Lakew et al., 2018; Tan et al., 2019). The zero-shot
translation is a direct translation among a language pair that has never been used in the
training phase (Al-Shedivat & Parikh, 2019; Firat et al., 2016; Gu et al., 2019b; Johnson
et al., 2017) enhances the translation of low resource language pairs.

Rather than these benefits, multilingual NMT systems show poor

performance(Arivazhagan et al., 2019; Johnson et al., 2017) and bad translations when

accommodating many languages. To overcome the issue of the representation of
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multilingual NMT models, (Zhang et al., 2020) propose an improved approach with
normalization and linear transformation layers. Furthermore, to overcome the issue of
unseen training language pairs, they propose a Random Online Back Translation
approach(ROBT).

If we consider the research studies related to code-mixed text translation, only a few
researches have been conducted. A qualitative study on a code-switched dataset conducted
by (Carrera et al., 2009) revealed that hybrid models combined with the Knowledge
Translation approach (Sudsawad, 2007) and Statistical Modelling (Neale et al., 1999)
achieved comparatively good translation. (Rijhwani et al., 2016)introduced a code-mixed
text translation approach where the languages in a code-mixed sentence are marked as
dominant(matrix language) and non-dominant(embedded language) languages. Word
level language identification is the initial task in this proposed approach. After the
identification of the language of each word, the dataset would be applied with a current

translator to translate the data according to the users choice.

(Dhar et al., 2018) published a parallel corpus of Hindi-English code mixed with relevant
English sentences. He introduced an augmentation pipeline approach. The pipeline
contains the modules of language identification, dominant language identification,
translation of the dominant language, and translation of the target language. Monolingual
translated sentences would be the output of this augmented pipeline approach. (Masoud
et al., 2019) proposed a back translation model for covert Tamil-English code-switched
text. Monolingual, baseline and hybrid approaches are used to assess the system. The
proposed back-translated model achieved the highest BLEU score of 25.28 for the code-

switched sentences in the experiment.
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3. Code-mixed text analysis

3.1 Background Study

Sri Lanka acknowledges Sinhala, English and Tamil as the formal languages used for
official activities. We mainly have two categories of code-mixed languages; Sinhala-
English (Singlish) and Tamil-English(Tanglish). But there is no mixing between Sinhala

and Tamil languages.

Kachru (1986) explains the necessity of English in the Asian continent. Many former
Anglo-American colonies have been identified with varieties of English language, which
is called a deviation from the standard English to the later development world. According
to his observation in South Asia, the English language is considered a sign of
‘modernization’, ‘achievement’, and ‘strength’. He defines code-mixing as a highlight of
modernization, social and economic status and membership in an aristocracy society. The
widest code-mixing range is identified in the English language. Rather than the effect of
colonization, code-mixing depends on several other facets such as the medium of
communication in school or workplace, amount of exposure to English, topics and

contexts of discussion and rate of occurrence of language used in distinct domains.

People have massively adopted internet usage in the 21% century. Code-mixed texts are
adapted to the vocabulary and grammar of languages used by the particular bilingual or
multilingual user. The structure of code-mixed text depends on the individuals(Choudhary
et al. 2018).

The Sinhala language has base on Brahmi script in its ornamentation of writing(Wasala,
Weerasinghe, and Gamage 2006). In the latest Sinhala alphabet 41 consonants, 18 vowels
and two half vowels, altogether 61 characters are there according to the Unicode

standard(Punchimudiyanse and Meegama 2015). Even though there are 61 letters, the
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language has only 40 different sounds represented by those letters. Singlish is a code-
mixed language which is originated from the multilingual society of Sinhala-English-
speaking people. Srilankan uses Singlish as one of the main communication languages in
social media. It has become viral among the younger generation of the 21% century. When
it comes to Sinhala codemixed text code-mixing, we identified there are several challenges
in the representation of the text. Spelling errors, integration of suffixes, the use of special
characters and numeric characters in the text, borrowing of words from another language,
combined languages, switching of discourse markers, and inconsistent phonetic
transliteration are some of the issues we have identified in Sinhala code mixed language.

These challenges were described in detail in section 1.2.1.

As shown in Figure 3.1, we have conducted a survey study to collect data and understand
the necessity of processing Sinhala-English code-mixed text and the usage of the code-
mixed text(Kugathasan & Sumathipala, 2021). There were 82 native Sinhala-speaking
citizens participated in the survey study. Most participants have stated that SECM is used
as the communication medium in social media rather than the Sinhala language.
Furthermore, 78% of participants have stated that usage of code-mixed text started due to
the easiness/flexibility of typing using the standard keyboards. Also, 12.2% have stated

they are interested in using the code-mixed text.

According to the survey study, 2.4% have stated that they started using SECM on an online
platform is in between the years 1996-2000. 8.5% have stated that from 2000 to 2005,
35.4% have stated the years as 2005-2010 and the majority have said that the usage of
SECM started between the years 2010-2015. Among the 82 participants, SECM text usage
in social media application are 59.8%, SECM language usage in chat applications is
93.9% and community blogs, discussion forums, etc., show comparatively less usage of
code-mixed text. The principal expectation of this research is to detect the usage of SECM

language, and it is identified that most people use code-mixed text on online platforms.
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Figure 3.1: Results of the survey on Sinhala-English code-mixed text usage among Srilankan
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3.2 Challenges in Sinhala-English code-mixed text

3.3 Transliteration
The standard 1SO15919 was published in 2001 by the International Organization for
Standardization. ISO15919 is an international standard for Romanization, including Tamil
and Sinhala languages. Weerasinghe et al. (2005) utilized the IPA(International Phonetic
Alphabet) format to represent the Sinhala letters in their research study(Weerasinghe,
Wasala, and Gamage 2005). IPA and 1SO15919 represent Sinhala letters written using
English alphabets, with more than 26 letters (Hettige and Karunananda 2007). A
conventional tag set was proposed by Wasala Gamage, which uses 26 alphabet English
letters to present the phonetical sound of Sinhala letters using the festival

framework(Wasala and Gamage 2005).

Code mixing is explained as one of the approaches to write in the roman script (Davies
and Bentahila, 2007). Even though the standard tag set from Hettige and Karunananda
(2007) is considered the actual roman representation, the romanization in code-mixing
used in multilingual societies is different from the standard romanization. Figure 3.2 and
Figure 3.3 shows us how the standard romanization defined for Sinhala letters differs from

the roman representation used in Singlish text.

Basic Consonants
D |e| 0|0 |d|0|d|w|8 |a|c|e|s|d|® | d|e|d|ele|d| u|ld
Phonetic Tag(15015919) | k |gh|fg| c | j [t |d|n|nd| t |d | ad|p|[b|m|mb|y]|r | 1 |I]|v]s
Romanized tagset k {zg|mg| ch | jh | t | d |m|mds txh|dhigndh| p | zk | mxmb{ y | r | | 2| v | s|h
Singlish representation | ka [ ga |nga|cha| ja | ta | da|na|nda|tha|dha|nda| pa|ba |majmbalya|ra|la [lafva]|sa|ha

Figure 3.2: Comparison between phonetic representation which are considered as the standard,

romanized representation and Singlish representation for Sinhala Basic consonants
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Vowels
¢l | & | & |9 |6 |¢c|c O ||| | 3 | F |08 | B
Phonetic Tag(15015919) | a | & | & | @& | i | T u |0 | | T |r|F|le|&]o]0]a
Romanized tagset a |axa|xeae|aeae| i | ixi | u |uxu| zilu |ziluu| zri | zrii | e |eze| 0 |oOX0|Xau
Singlish representation | a |aa | a | a | | || ufuul li [ i |ri|ru|e|e]|o]o0]au

Figure 3.3: Comparison between phonetic representation, which is considered as the standard,

romanized representation and Singlish representation for Sinhala Vowels

3.4 Mapping of Sinhala letters to Singlish

We initiated an analysis of how each Sinhala letter is represented with Singlish text.
Making the Singlish representation consistent by standardizing the Sinhala letters would

reduce the unnecessary noise produced in SECM text.

Two main categories are defined for Sinhala alphabets: Vowels and Consonants.
Consonants are furthermore divided into basic consonants and other consonants. Vocalic
characters retrieved from Sanskrit which behave like vowels are called the ‘Basic
consonants’ and ‘Other consonants’ contains the mixed alphabets which are known as
‘mifra hodiya’(Kugathasan & Sumathipala,2021). A dictionary is created where each
Sinhala letter is mapped to it’s most frequently used Singlish format, as shown in Figure
3.4, Figure 3.5 and Figure 3.6.

Some letters has been mapped to more than one Singlish format according to their frequent
usage. This standardization would minimize the obscurity and will reduce the noise of the

Singlish sentences.

Vowels

g)

¢ » |y lg o |0 ¢ oo o e m w9 | ) 8
FRFT! 3 |a i ge u uu li li fi fu 8 ge 0 00

au

Figure 3.4:Mapping of Sinhala VVowels and proposed Singlish form
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Other consonants

a | @ & & & 3 G g 3 @ | @d @ed | @ | edf | @ds
kh | kha | khaa | kha | khaa | khi | khee | khu | khoo | khe | khee | khai | kho | kho | khau
4 | » @ | ¥ & 8 3 3 3 e | od | eox | em | emf | e
gh | gha | ghaa | gha | ghaa | ghi | ghee | ghu | ghoo | ghe | ghee | ghai | gho | gho | ghau
§ | ¢ & 4 | & ] ] g § | o | ed | eed | oth | odf | od
chh | chha | chhaa | chha | chhaa | chhi | chhee | chhu | chhoo | chhe | chhe | chhai | chho | chho | chhau
W | @ | @ &y | &®; |8 Al | & | & |e@ | em |eem | ewh |emd | ome
jn | jha | jhaa | jha | jhaa | jhi | jhee | jhu | jhoo | jhe | jhe | jhai | jho | jho | jhau
W w | W ey | ey | of | of | oop | om |ow |oouw | ouy | eerf | owi | oup
kn | kna | knaa | kna | knaa | kni | knee | knu | knoo | kne | knee | knai | kno | kno | knau
€ | % | & | & | @ (& | & | ¢ | € |ow | o |oex | e | oS | 0w
gn | gna | gnaa | gna | gnaa | gni | gnee | gnu | gnoo | gne | gne | gnai | gno | gno | gnau
g | & & & & ] 8 Y Y ed | od | ced | oth | o¢f | e
nj | nja | njga | nja | njaa | nji | njee | nju | njoo | nje | nje njai njo njo | njau
d | o dh | & | & é é g g e | ed | eed | e | edd | eds
th | tha | thaa | tha | thaa | thi | thee | thu | thoo | the | the | thai | tho | tho | thau
g | @ h | & | & d d g g ot | of | eot | oth | ouf | ot
dh | dha | dhaa | dha | dhaa | dhi | dhee | dhu | dhoo | dhe | dhe | dhai | dho | dhoo | dhau
d | o O | & | & | & 3 g g 0 | od | @eC | et | 00 | @ls
th | tha | thaa | tha | thaa | thi | thee | thu | thoo | the | the | thai | tho | tho | thau
Q| @ B | & & A A 8 A el | @ | esd | ey | B | eds
dh | dha | dhaa | dha | dhaa | dhi | dhee | dhu | dhoo | dhe | dhe | dhai | dho | dho | dhau
g | » | m |oy |y | B A ) D | | o | eem | emn | e | evn
n | na | na | na | na | ni | nee | nu | noo | ne | ne nai no no nau
g | o & & | & 8 8 g g e | ed | eed | e | edf | ebe
ph | pha | phaa | pha | phaa | phi | phee | phu | phoo | phe | phe | phai | pho | pho | phau
g | ® 0 0 0; 4 i ] ) ew | o | eew | om | owd | ew
bh | bha | bhaa | bha | bhaa | bhi | bhee | bhu | bhoo | bhe | bhe | bhai | bho | bho | bhau
d | o @ o W | @ @ @ 9 en | od | eem | em | onf | em
sh | sha | shaa | sha | shaa | shi | shee | shu | shoo | she | she | shai | sho | sho | shau
g | ® CH o | & 8 8 g 4 @8 | ed | ces | o8 | esf | ou
sh | sha | shaa | sha | shaa | shi | shee | shu | shoo | she | she | shai | sho | sho | shau

Figure 3.6: Mapping of Sinhala other consonants and proposed Singlish form
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3.5 Summary

In Section 3, the focus is on comprehensively analyzing code-mixed text, primarily
centered on Sinhala-English (Singlish) and Tamil-English (Tanglish) language blends.
The linguistic landscape of Sri Lanka is introduced, acknowledging Sinhala, English, and

Tamil as official languages.

The chapter highlights the challenges associated with code-mixed text representation,
ranging from spelling errors to the integration of suffixes and phonetic transliteration. The
complexities of transliteration are discussed, revealing differences between standard
ISO15919 and code-mixing practices. Additionally, the systematic mapping of Sinhala
letters to Singlish formats is explored, aiming to standardize the representation and reduce

linguistic noise in code-mixed texts.

The chapter further presents survey findings, revealing the prevalence of Sinhala-English
code-mixed text usage in online platforms and social media. The motivations behind this
usage, including ease of typing and flexibility offered by standard keyboards, shed light

on the evolving linguistic practices in the digital age.

Overall, this section offers a comprehensive foundation for understanding the intricacies
of code-mixed text analysis, ranging from linguistic challenges to transliteration methods
and the implications of such practices in contemporary communication, particularly

within the digital realm.
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4. Methodology

4.1 Data collection and validation

Machine translation models require a remarkable number of parallel sentences to achieve
a good result. Our research study needed the SECM sentences and the relevant Sinhala
sentences. Since Sinhala is considered a low-resource language, no dataset is currently
available for SECM-Sinhala. So initially, we used the web scraping method to collect

SECM sentences from social media.

Web scraping is used to extract information from websites or web applications. Web
crawling is the main feature of web scraping. Web scraping fetches webpages or the
necessary text to process later. The information on the web page will be extracted and
searched, parsed, and reformatted according to the need of the user. Also, the fetched data
can be saved in a spreadsheet or loaded into the database. In our case, we scraped the
SECM sentences from the public social media pages using SOAX (SOAX Data Collection
Solution, 2022) web scraping API. Five thousand SECM sentences are extracted from

social media.

As the next step in creating a parallel corpus, we manually translated the SECM sentences
into Sinhala using human translators. These human translators are experts in Sinhala and
English language who are Sinhala native speakers. Each translation is translated by one
translator and validated using the crowd sourcing approach which is explained in the next
paragraph. We provided the translator with the following guidelines.

e The translation should be grammatically correct

e The translation should be natural sounding

e Use the proposed transliteration mapping (Kugathasan & Sagara,2020) for the

translation
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The research study used the Crowd Sourcing method to validate and correct human-
translated sentences. This method is used to differentiate the excellent translation from
bad ones. Our dataset is split into 15 groups where each reviewer group got approximately
300 sentences for the annotation. Each group had at least two bilingual reviewers, Sinhala

native speakers and good in English.

The reviewers were commanded to check for the following factors in the translated
Sinhala sentences: has the correct spelling, natural-sounding Sinhala sentence, and should
have the correct grammatical structure. The reviewers were instructed to drop each
sentence into one of the following categories: Fully Correct(FC) and Change
Required(CR). Each record with the SECM source sentence and Sinhala target sentence
had two reviewers. If a translation is annotated with both FC tags, we finalize that as the

final translation.

As shown in Figure 4.1, if a translation has been annotated with one FC tag and another
with CR, the reviewer who has provided the CR tag should also provide the alternative
translation that he/she thinks is correct. If a translation has been labelled as CR by both

the reviewers, both the reviewers should provide separate alternative translations.

After the annotation process, we filter out the translation which has been tagged with the
CR tag separately and provides those translations with the proposed new translations to
another human translator. The translator decides whether to consider the alternative

translation or not and, if it changes what the finalized translation is.

GITHUB link for the dataset : https://github.com/ArchchanaKugathasan/SECM-to-

Sinhala translator-Project.git

42


https://github.com/ArchchanaKugathasan/SECM-to-Sinhala_translator-Project.git
https://github.com/ArchchanaKugathasan/SECM-to-Sinhala_translator-Project.git

Sinhala Sentence

Singlish Sentence translated by Human | A1 | A2 hm;]$13$ Al mn;l::;a;e " et tl:sns]ahons T
Translator ¥
place eka piliwelai, clean , e 88260,
kama godaak rasai S08g5, ;@ 082 FC IR N/A N/A N/A
8 dald
gaana wadi mm D58 FC | FC N/A N/A N/A
Price ekata shape wenna 80 vlesm
8@ wluxlm dude B@D wBesim G
hoda rasata kama tika QG_,\ 2 3_) = FC | CR N/A emeE Suds ;@ Gomvema @mi =
;8 wBeadm =8 w8eadmis
hambenawa 0Bedmi

kama patta, priceisalso | =;® 529, ¢ @ emel , o | =B ewel, Bge

CR| CR @ emel , Bee mlhd el

reasonable sihdasl sathden iades

Service eka hodai. ®2f0D emel FC | FC N/A N/A N/A
Kama .rasai specially drinks 2:3-{@ dﬁaf&.,ﬁ@sﬁf@c&:ﬁf ic | ke N/A N/A N/A
quantity ekat ok. 38, 5Bema gBade

Figure 4.1:Sample sentences from corpus which is annotated using crowd sourcing approach, Al
—> Annotator 1, A2 -> Annotator2, A3 -> Annotator3; FC -> Fully Correct, CR -> Change
Required, N/A - Not Applicable fields show no changes needed.

After the corrections to the parallel sentences, we randomly choose 100 sentences from

the dataset to estimate the quality of the translation using Fleiss’ Kappa method.

Fleiss kappa is a measure used when allocating categorical ratings to a number of items
which is classified. This equation is applied to evaluate the reliability of agreement
between the judgments from different people. In Cohen’s Kappa, we can have only two
raters, but when assessing the agreement, we can have more than two raters in Fleiss
kappa. The equation calculates the degree of agreement in classification over that which

would be expected by chance.

In Fleiss” Kappa n => number of subjects, m => the number of raters for each subject and
k => number of evaluation categories. In some cases, there can be m number of raters, but
not every rater needs to judge each subject. The significant task is that each subject is

judged m times.
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In Cohen’s Kappa, for every subjecti =1, 2, ..., n and evaluation categories j = I, 2, ...,

k, let xjj = the number of raters that assign category j to subject i. Thus,

0=x;=m ixu=m szn:mn (06)

The ratio of pairs of raters that agree in their evaluation on the subject i is given by the

following equation.

k k k 2 k k 2
}-=1C{X5}'12} _ E_;l:lxi}'{xi}' - 1} _ E_;l:lxi_;l' - E_;u'=1xi}' _ E_;l:lxz'_;l' -m

Pe = cm2) = mim-1) N mim— 1) T mim—1) (07)
Therefore the mean of the p; is,
n n - n k
1 1 E_?;le:} —m 1 7
Pa _p_izlp"_;__l mim—1) ~ mn(m—1) Zin}-—mn (08)
i= i= i=1j=

The error term is defined as,

X (09)

Where,

U= gms X (10)

So the Fleiss’Kappa is defined to be,
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Kappa is defined for the j™ category by,

o= 1— E?=1x:'_:f{m Xy
1 mn(m — 1)q,(1—gq;)

The formula used to calculate the standard error for Kj,

| 2
s.e.(x;) = ﬂlm

The formula used to calculate the standard error for K,

5. 8. =5.8\K;
s Tiag,(1-q;)

}_JE}u%ﬁn-%H:—Eﬁlﬁﬁf-%ﬂi—Z%}

(11)

(12)

(13)

(14)

In our studies, the agreement between the raters are used to measure the quality of the

translation by obtaining Fleiss’Kappa Score. Linguistically experts in both the Sinhala and

English languages are hired for the process. We obtained the judgment for each of the

translations from 3 different linguists. The linguists were asked to rank the translation as

‘Good’ or ‘Bad’ according to the following criteria: Spelling errors, meaningful

translation, and grammatical structure. Each translated record had 3 rating tags from 3

different raters, which belong to one of the two categories, as shown in Figure 4.2. The

overall Fleiss’ Kappa score we obtained for the agreement of good translation is 0.88.
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Singlish Sentence Sinhala Sentence translated by Human Translator Rater 1 Rater 2 Rater 3

Weekday dawas wala tikak crowded. Parking afed cDdf D@ dznSlsd, s mliefe® dtun

adui. Good Good Bad
Kama rasai. Service eka hodai Good Good Good
Gana hondai. Good Good Good
Kama rasai.view eka lssnai Good Good Good
Mama kamatima kama tyana restaurant eka PE mPEE =@ dus sdsloe Good Good Good
karann puluvan etena.godaak comfortable

environment ekak etena tivenva. Good Good Good
price eke tikak vadi. Good Good Good
Gana tikak wadi Good Good Good
Gewana gaanata paadu naha. kama rasai. eodsn ound S Sy, =P dal Good Good Good
kama patta, price is also reasonable Good Good Good
hondaiHarima friendly. Good Bad Good
lassana than godak thivenawa balanna Good Good Good
Gampolin yannath puluwan lassanai. Good Good Good
wade hodata karala deyi Good Good Good
supiri wadek thama akke Good Good Good
qualityata wade karala dennava = Died 2@ semih Good Good Good
aulk na Good Good Good
bari wei neee Good Good Good
|5up'|r'| ma sub thama Good Good Good
sounds quality patta.. mfsed goodBmmids gn euel Bad Bad Good
awlkma ne Good Good Good
Sonicgear titan series eka patta 25 4= muoel Good Bad Bad
Crowd eka wadi. Service eka not good. FHIE = Good Good Good
ambience eka godaak hodai. Kama awulak na. |2 Thxl muneld, =B el = Good Good Good
Kama rasai Good Good Good
Kama hari ne Good Good Good
also godaak Honda quality ekata hadala serve 35 D= amd 2amed gm0

karanawa. = Eed Bad Good Bad
Service eka hodai, kama rasai Good Good Good

Figure 4.2:Datasheet for Fleiss Kappa analysis

4.2 Text normalization

4.2.1 Spelling Error detection and correction

Spell checking is an essential task in our research study to reduce the unnecessary noise
in the dataset. For example, the word ‘difference’ could be misspelt as ‘defference’,
‘dfference’, ‘diference’, etc. Spelling mistakes can occur due to many reasons, such as fast
typing, carelessness, etc. But the main reason spelling errors occur in SECM text is that
English is not the native language, and most SECM text users are not fluent in English.
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So as the first initiative for the normalization in our research project, the Out Of
Vocabulary(OOV) words are identified and corrected using a dictionary-based approach.
Birbeck spelling error corpus. This corpus contains 6136 words, and the most frequent
misspellings of those words are gathered from various sources. 36,133 misspelt words are
listed in the corpus. Applying the dictionary-based approach to our SECM corpus, we
corrected the spelling error and reduced the noise raised from the misspelt words in the

dataset before training.

4.2.2 Slang word normalization

After the normalization of Spelling of English words, next, we focused on removing the
noise created by slang words used in SECM text. Slang is described as a type of language
which is too informal to be used in specific situations. Also, in some situations slang is
described as a language that generally belongs to the member of a particular community
in order to establish the identity of that specific community or exclude the outsider.
Linguists agree that slang is a repeatedly changing linguistic occurrence. Also, some
linguists argue that slang words are created as a way to define new experiences that are

dominating the time.

We used the SlangNorm dictionary-based approach for Slang word normalization. The
dictionary contains 5427 slang words. The dictionary includes words such as ‘3wheel’,
‘2mrw’ which would be replaced with the correct words ‘tomorrow’, ‘three wheeler’.

Converting the slang into common words would reduce the unnecessary noise.
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4.2.3 Transliteration normalization

In Sinhala-English code-mixed sentences, the same Sinhala word would be presented in
many different representations, which increases the noise of the input dataset. We used
the Levenshtein Edit Distance approach to normalize the transliterated words in each

sentence of the corpus.

Levenshtein Edit Distance is an estimate of similarity between two strings. The least
number of changes that needed to be performed to convert a string x to string y is measured
by the Levenshtein Edit Distance. The number of changes can be performed by inserting,
replacing, or deleting a character string from string x. If the Levenshtein Edit Distance
value is smaller, it means the strings are more similar and if the value is higher, the strings

are less similar.

If we consider the following example,
String X - > ‘mitten’

String y - > “fitting’
To convert the string ‘mitten’ into the string ‘fitting’ at least 3 edits are required.
1. Mitten = Fitten (Substitution of ‘M’ for ‘F”)

2. Fitten - Fittin (Substitution of ‘i’ for ‘e’)
3. Fittin - Fitting( Insertion of ‘g’ at the end)

In this measure, ‘Edit’ is outlined by either insertion of a character, replacement of a

character or deletion of a character.

The following is the Levenshtein Distance equation.
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max(, j) if min(z, j) =0,
levgp(i —1,5) + 1

levay (i, j) = min ¢ levyy(i,j—1) +1 otherwise.
leva,b(i -1,j— 1) + 1(“:%"’1‘)
a->string 1
b = string 2

i = the terminal character position of string 1

J = the terminal character position of string 2

In this research, Levenshtein Edit Distance approach is used to normalize the
transliterations by substituting the high-frequency words with the corresponding low-
frequency words based on the edit distance. A dictionary with a frequency list of the
words in the corpus is maintained. So the most frequently used transliterated form of
a Sinhala word would replace the other transliterated words which have minimum
edit distance with the most frequently used word form for a particular word.
Transliteration normalization is considered the last step of the normalization process
of SECM text.

4.3 Sequence to Sequence model(Encoder-Decoder framework)

Google introduces this model in 2014 with a goal of mapping a fixed length input
sequence with a fixed-length output sequence even though the input and output lengths
are different. For example, “Did you eat?” in English has three words as input and its
output sentence in Sinhala “®cwo :0¢?” has two words. Regular LSTM cannot be used
to map word by word when it comes to translation. LSTM is chosen because it doesn’t
have information decay and the vanishing gradient problem like RNN (Van Houdt et al.,
2020). Using LSTM as the basic structure with the encoder-decoder framework, we
fabricate a Seq2Seq model, as shown in Figure 4.3. In this approach sequence of a source,

49



sentence is matched with the sequence of the target sentence(Sutskever et al.,2014). In the
machine translation system source sequence would be the input and the target sequence

would be the output.

Encoder Decoder

0e® 2@ dod ©B® wd END

LSTM LSTM|—p{ Contex »LSTM
/ Vector

village food wage harima rasai START 0e® =@ 0od ®3® Gl

Figure 4.3: Sequence to Sequence model

Source language is read and used as the input to the encoder. A context vector which can
also be called a hidden state, is created with the encoder by encoding the input data into a
real-valued vector. Word by word encoder reads the input sequence. Meaning of the input
sequence encoded into a single vector. Also, in each timestep LSTM units will be
processing. The outputs gained from the encoder are discarded and only the hidden states
have proceeded as the inputs to the decoder. One timestep from the encoder is shown in
Figure 4.4.
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Encoder

TITTT

wage rasai

%

IOOO QO] L™
IOOO OOl\\ordEmbeddmg

I@ ® @ ¥ONO) | Onehotencodmz

village

Figure 4.4: One timestep in the encoder

The decoder takes the hidden state and the START string as the input. Output produced

by the decoder is read word by word during decoding. The teacher Forcing mechanism is

used in our training part of the decoder. Section 4.6 describes the Teacher Forcing

mechanism.

\
\
\
\

One time step of Decoder

Figure 4.5: One timestep in the encoder
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4.4 Long Short Term Memory

Recurrent Neural Networks(RNN) was the most famous approach used when it comes to
Neural Machine Translation. But unfortunately, RNN has the problem of short-term
memory. If we have a long sentence, RNN faces difficulty carrying the information
forward through the time steps. So, when we process a lengthy sentence, RNN might leave
out the important part of the sentence in the prediction. Also, when it back propagates,
RNN faces the vanishing gradient issue. Gradients values are used to update the weights
in the Neural Network. If the gradients get smaller values, when backpropagation happens,
the gradient values will get smaller and smaller as the gradients would be multiplied in
each step. If a gradient gets a minimal weight, it would not much contribute to the learning.
This is called the vanishing gradient issue. The contribution of the gradient value for the

learning will be stopped if the gradient value is minimal.

?2999%¢%¢¢

“Important”
information

YYYYXIXXY!

Not so
“Important”
information

Figure 4.6 : Cell state memory maintenance

LSTM is the found solution for the vanishing gradient issue in a neural network. Gates
are an internal mechanism of LSTM which regulates the flow of information. Gates
studies which data sequence is the most important and which data to save in the memory
or discard. By performing this task, LSTM units pass only the necessary information
through the network to make predictions. LSTM and RNN have a similar flow control
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where the passing of data propagates forward. The only difference is the internal
operations inside each LSTM unit. Figure 4.6 shows the identification of the important

information and the non-important information.

The main theme of LSTM is the cell state and the various gates. Cell states are used as
memory storage which transfers only the vital information throughout the entire sequence.
This clears the path where important details from earlier time steps could be passed to the

later time steps reducing the vanishing gradient and short-term memory problem.

The cell state is maintained throughout the entire training, the critical information would
be added, and the unnecessary details would be removed in the cell state using the gates.
Gates are a neural network that decides what is information should be stored in the cell
state and what information should be forgotten in the training phase. The following
example in Figure 4.7 explains how the cell states are maintained for a given input

sentence.
In a sequence-to-sequence model, we pass the hidden state from the previous time step to

the current time step. LSTM cell has three main gates: the input gate, forget gate, and

output gate and the activation functions sigmoid and tanh.
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EQ: te@csEmem 2ec0 458 B 5100 e sudy gdasd’ Eg: '%zmssaa “0cE 6585 Bw gwd emg vasy edansd’

>

LSTM units sees the word "=@>" and from the embeddings it knows the » LSTMunits sees the word "»®ga" and from the embeddings it knows the
sentence refers to afemale person, sentence refers to a female person, LSTM adds this information to the memory
P: 8
Memaory Cell Memory Cell
" i o) R 3 3
Eg: ‘00 EmemfEncd e fus aud come sy s0esd Eg:'m8@ 0230 @985 Hen grud ewe wozly gDl
» LSTM units checks other words in the sentence and decides which information > LSTMunits checks other words in the sentence and decides which information
should go to memary cell. should go to memory cell.

e —

Memory Cell Memory Cel
Eg: 08 §pvm saned e.sa &0 e wary gd@sd’ £g: "m0 Fmemo snscO mﬁ%mmwﬁ) szt bl

» LSTMinvestigate the memary cell to identify which person the sentence

* LSTMunits checks ather words in the sentence and decides which information .
mentions about.

should go to memory cell.

_)
P: m@ea
Memory Cell Memary Cell

Eg: "®®c Emum saed ;985 zﬁcaozmq wasn gdansd’

» LSTM units now knows it must save the detail of the pronoun ‘a2’ because it
refers to the subject '»@e»". Both the words would be saved in the cell state as
important details.

P: »8e

160

Memory Cell

Figure 4.7 : Example of how the cell state is maintained thorough out a sentence.
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e Tanh

Tanh activation function regulates the flowing values in the network, as shown in Figure
4.8. It converts the input values into a value between -1 to 1. In a neural network, whenever
vectors flow through it, it would be transformed due to many mathematical operations.
Some values will be exploded and become astronomical, making other values seem
insignificant. The output value from tanh would stay in between the boundaries of -1 to 1.

J 0.99
01 0.009
05 -0.46

Figure 4.8: Tanh squishes values to be between -1 and 1
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e Sigmoid

Gates have sigmoid activation functions, as shown in Figure 4.9. It is similar to tanh, the
only difference would be the output values of the sigmoid function would be converted
between the range of 0 to 1.

If an input value is multiplied by 0, the output value is 0, which makes the gates forget
that information. However, if the input value is multiplied by 1, it gives the same value.
Therefore, that information would be saved in the cell state.

5 0.99
0.1 0.52
-05 0.006

Figure 4.9: Sigmoid squishes values to be between 0 and 1

e Forget gate

Forget gates determine which information should be saved and which needs to be
discarded. For example, information from previous hidden states passed from the previous

time step and current input would be the input to the sigmoid function. The output values
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would be in between the values 0 to 1. If the output value is closer to O, then the
information would be forgotten, and if the value is closer to 1, the information would be

kept.

e Input gate

Input gates play a part of updating the cell state. The previous hidden state from the
previous time step and the current input would be inputted into the sigmoid function,
which decides what to keep and discard based on the output values. The hidden state and
the current inputs are also inputted into the tanh function. It regulates the values between
-1 to 1. Output values from tanh and sigmoid functions would be multiplied. Sigmoid will

decide which information should be saved from the tanh output.

e C(Cell state

Initially, the cells state receives the pointwise multiplied from the forget gate. There is a
chance of dropping values in the cell state if the value gets multiplied by values closer to
0. Next, the output from the input gate would be taken, and pointwise addition would be
applied to that value, which updates the new values in the cell state. A new cell state will

be created.

e Output gate

The final gate is the output gate which decides on what should be the next hidden state to
the next timestep. Hidden states contain details from previous input, which would also be
used for the next word prediction. Initially, the previous hidden state and the current input
are passed into a sigmoid function. Then the newly updated cell state would be passed
through tanh function. Finally, the output from sigmoid and tanh would be multiplied, and
the output value will decide which information in the hidden state should be passed to the
next timestep. The updated hidden state and the new cell state would be passed to the next

time step. Figure 4.10 shows a detailed image of an LSTM unit.
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forget gate cell state
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@ input gate output gate

® - pointwise multiplication

@ - pointwise addition

Figure 4.10: Detailed image of one LSTM unit

4.5 Teacher Forcing Algorithm

Teacher forcing is a method for quickly and efficiently training recurrent neural network
models that use the ground truth from a prior time step as input. In the example shown in
Figure 21, if we take the left side image A, considering the timestep t, the timestep t
predicts the word ‘®ed” as the next word in the sequence, and the predicted word will be
fed as the input to t+1 timestep. Likewise, the predicted word from the previous timestep
will be fed as input to the next timestep. The timestep t is feeding a false prediction to the

next time step t+1. If we take the whole sentence ‘©e® ®wed ces °, it is not a meaningful
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sentence. When we feed the wrong prediction as input to the next time step, the error gets
higher and it reduces the accuracy.

In Figure 4.11, if we consider the right side image B, we use Teacher Forcing algorithm
considering the timestep t, the timestep t predicts the next word as ‘®es’. But the teacher
forcing algorithm does not let the network feed ‘®ed” as the input to the next time step t+1.
According to Teacher Forcing, the ground truth will be fed as input for each time step.
The actual word that should be fed to t+1 timestep is the word “=;®’. The teacher Forcing
mechanism will feed the word ‘=@, which is the ground truth, as the input to t+1
timestep. Likewise, all the timesteps will be fed with the ground truth instead of the wrong
predictions. Training the decoder with Teacher Forcing Algorithm will lead the model to

increase its accuracy and avoid false predictions.

Without Teacher Forcing With Teacher Forcing
[u‘.\eel— |c)$ |— |o‘:s€5|— |END| |@@3| | oed ‘ |o’r.::‘?:‘ IEND‘
BTART| Ll wee | Ll o | L] sea | BTART]  [wee | [m@ ]| [owa ]
LN A A

Figure 4.11 : Comparison of Teachers Forcing Vs Non-Teachers Forcing
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4.6 Experimental Setup & Implementation of the model

Encoder - Decoder Framework

Encoder Input Layer

Normalization ) ‘ Encoder Embedding
Pre-Processing

| Decoder Input Layer |

Data Spelling Correetion T |
Singlish - Slang normalization o en{zdllg|1 N ’ | Prediction ’ Evaluation
: Normalize transliteration Dala Cleaning with BLEU

Sinhala Corpus ‘ Encoder LSTM | |Dccoclcrfmhcddmg

Indexing unique words

Decoder LSTM

Y

Decoder Dense Layer

Figure 4.12 : Architecture diagram of the proposed the model

Initially, the dataset will be processed through the normalization model which we
explained in Section 4.2. After the data normalization, the dataset is cleaned by converting
it to lowercase, removing special characters, removing quotes, and removing unnecessary
spaces. Target sentences are added with the’START’ token in the beginning of the
target sentence and 'END’ token is added at the completion of the target sentence. These
tokens are to help the model recognize when to begin translation and end the translation.
From the dataset, we identified the distinctive words in both source and target data and
filtered them out. A unique number is allocated to each distinctive word identified.
Separate dictionaries of word to index and vice versa is created for all distinctive words
identified in source data and target data. We shuffle the data before training to lower the

variance, to make sure the model overfits less and the model is more vigorous.
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We allocate 70% of the dataset for training and 30% for testing. One-hot encoded data is
created to train the Seq2Seq model. Encoder and decoder inputs are in the shape of a 2D
array. Encoder 2D array has batch sizes of 10, maximum source sentence length is 27, and

the shape of encoder input will be (10,27).

Decoder 2D array has batch sizes of 10, a maximum source sentence length of 26, and the
shape of encoder input is (10,26). Decoder outputs are in the shape of 3D array with a
batch size of 10, a maximum target sentence length of 26, and the number of distinct words
in the target data 2233. Teachers forcing algorithm is applied in the decoder section of the
sequence-to-sequence model for training. We configured the fundamental parameters like
the number of training and validation samples, batch size of training data, number of

epochs, and the latent dimension of the coding space of the Seq2Seq model.

The encoder and the decoder are applied with LSTM units. Input sentence from the source
language is encoded using the encoder. The primary hidden layer of the encoder is the
embedding layer. Large scattered vectors are transformed into a dense dimensional space
in the embedding layer. Semantic relationships will be conserved even though the
transformation happens. The vocabulary size and dimension of the dense embedding are
the parameters passed for the embedding process. Return state of LSTM layer is set to
‘true’ as we want the states to be passed to the decoder. Only the actual target sequence
with a hidden state and the cell state from the encoder is passed as input to the decoder.
We repudiate the encoder outputs. The decoder also has embedding as its primary hidden
layer. LSTM layer returns internal states and output sequence. Output sequence will be
used in the training stage, and internal states are used only in the prediction phase. States
passed from the encoder and the outputs given by the embedding layer in the decoder will
be taken as the input of LSTM in the decoder. The dense layer is applied with the Softmax
activation and decoder outputs are generated. Seq2Seq model grabs encoder and decoder

input to produce decoder outputs.
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The model is compiled with rmsprop optimizer. Categorical Cross Entropy is used to
calculate the loss since one-hot encoded vector are created from categorical labels in our
model. The GenerateBatch function is used to generate the data sets. Weights obtained

from training are cached for prediction purposes.

A prediction phase in the model is built to view the translation of Singlish text to Sinhala.
An unknown input sequence will be decoded to predict the output. The encoder in the
prediction model encodes the input sequence into the cell and hidden states of LSTM. The
decoder in the prediction model takes inputs from the encoder, such as hidden and cell
states with START tag. Each timestamp in the decoder except the first timestamp is fed
with the output of the previous time stamp. Decoder produces a one-hot encoded vector
at each timestamp. In each timestamp, target words get appended and it repeats until it

hits the word limit. The prediction phase is applied to the testing dataset.

The model is implemented using python programming language using anaconda IDE. The

architecture diagram of our proposed model is shown in Figure 4.12.

4.7 Implementation of the web application of SECM to Sinhala translator

The model implementation has been performed using python with anaconda IDE. We
exported the trained model and the inference model and created a web application to
demonstrate the Sinhala-English code-mixed text to Sinhala translation. The website takes
the SECM sentence as the input, and use our trained model in the back end to provide the
translated Sinhala sentence as the output. We used python, node.js, and Flask framework.
Flask is a framework written in Python. The Flask framework does not require particular
tools or libraries. There is no database abstraction layer, form validation, or any other
components in a flask because pre-existing third-party libraries provide common
functions which make the implementation using the framework easy. Figure 4.13 shows

the user interface of the SECM to Sinhala translator web app.
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SECM to Sinhala Translator

SECM to Sinhala Translator

Translator

Sinhala-English Code-Mixed(SECM) Sentence
|

Sinhala Translation

Figure 4.13: SECM to Sinhala translator web application

The web application also contains a BLEU score calculator as shown in Figure 4.14, where
the predicted translation would be automatically loaded, and once we input the reference

translation it calculates the BLEU score for the specific translated sentence.

Bleu Score Calculator

Predicted Sentence

Reference Sentence

Bleu Score

Figure 4.14: BLEU score calculator of SECM to Sinhala translator web application
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4.8 Summary

In section 4, the methodology employed for the research is detailed, encompassing the
collection, processing, and analysis of data for the code-mixed text translation model. It
acknowledges the requirement for a substantial parallel dataset for effective training of
machine translation models. Due to the scarcity of SECM-Sinhala datasets, web scraping
was utilized to gather SECM sentences from social media sources. This involved web
crawling, fetching webpages, and extracting approximately 5000 SECM sentences from
public social media pages. The subsequent step involved manual translation of these
sentences by human experts proficient in both Sinhala and English. The translations were
then validated using a crowd sourcing approach, where survey results and raters' opinions

were vital for validating translation quality.

Text normalization is addressed as a key factor to reduce noise and enhance dataset
quality. Various aspects of normalization, including spelling error detection and
correction, slang word normalization, and transliteration normalization, were tackled.
Techniques such as dictionary-based correction, spelling error corpora utilization, and

Levenshtein Edit Distance were applied to improve data quality.

The core of the research is the Sequence to Sequence (Seq2Seq) model, designed to handle
variable input and output sequence lengths. This model involves an encoder-decoder
architecture, with an encoder processing source language input to generate a context
vector, and a decoder generating target language output based on the context vector. The
approach employs Long Short Term Memory (LSTM) units to mitigate the vanishing

gradient problem, enabling better information flow across sequences.

The Teacher Forcing algorithm is introduced as a crucial training technique for Seq2Seq
models. It addresses the challenge of inaccurate prediction propagation by ensuring that
the ground truth is used as input at each decoder time step. This mechanism enhances

training efficiency and accuracy, ultimately leading to improved model predictions.
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Practical implementation details of the model are provided, covering aspects such as data
preprocessing, data split for training and testing, one-hot encoding, embedding layers, and
model compilation using optimization techniques like rmsprop. The architecture is built
around LSTM units to create a robust framework capable of effectively handling the

translation task.

The trained model is practically applied in a web application, utilizing Python, Flask
framework, and node.js to develop a user-friendly interface. Users input SECM sentences,
and the application leverages the trained model to generate translated Sinhala sentences

as output.

In summary, Methodology section outlines a comprehensive methodology that spans data
collection and validation, text normalization, model architecture, and practical
application. Each step is carefully designed to ensure the accuracy and efficacy of the

translation process for code-mixed text.
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5. Performance Evaluation

5.1 Prediction from the model

We exported the trained model to predict the output. So 100 SECM sentences are
randomly selected from the corpus and applied to our model as the input and predicted the

translation of the Sinhala sentence as the output.

(A 23_Jan_2021.ipynb X
g+ X000 » m C Code v

0
Input Source sentence: gaana wadimelo rahak na kama
Actual Target Translation:
Predicted Target Translation: o

Input Source sentence: kama hondaigaana wadi
Actual Target Translation: =@
Predicted Target Translation: =y

Input Source sentence: Kama rasai service ekat hodai
Actual Target Translation: =@ 6u& &
Predicted Target Translation: =2

.......................

Input Source sentence: etharam honda natha
Actual Target Translation: 2292 emc oo
Predicted Target Translation: @ eme =y

Input Source sentence: Yako ekh.
Actual Target Translation: wemi
Predicted Target Translation:

.......................

Input Source sentence: super service marama hodal
Actual Target Translation: &3 e 208 cwel
Predicted Target Translation:

Figure 5.1 Prediction of Sinhala sentences for randomly given SECM sentences
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The Figure 5.1 shows the prediction of Sinhala sentences for the randomly given SECM
sentences input. An analysis of the predicted sentences is performed to identify whether
the proposed model helped to overcome the challenges pointed out in Section 1.2.1. The
following examples show some predicted Sinhala sentences from our model(Sinhala-
English Code-Mixed Sentence - SECMS, Reference text- REF, Translated text - TRANS).

e Examplel:

SECMS  :gaana wadi
REF D ©5) D88
TRANS D ©enst D188

In this sentence in example 1, even though the TRANS doesn’t match the exact REF

sentence, the meaning of both the sentences are the same, and the prediction is correct.

o Example2:

SECMS : place eka super clean
REF o 183 888¢3
TRANS : »» 388 858¢83

In this sentence in example 2, the SECMS contains English words such as ‘place’, ‘super’
and ‘clean’. In TRANS the words are translated to Sinhala. This translation shows us that
borrowing words from another language issue is sorted out with our proposed translation

model.

In this sentences in example 3 and example 4,
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SECMS : kaama echchara special naha
TRANS : z»® 89836 Seds my®r

SECMS : kama denna puluwan
TRANS : :® e¢sin 505y

The sentences in example 3 and example 4, have the same word in two different
transliterations format. But in the predicted sentence, both the words ‘kaama’ and ‘kama’
are correctly identified as one Sinhala word ‘z®’. The transliteration issue has also been

solved with our model.

Also, the use of special characters and numeric character issues were sorted in the
normalization phase with the SlangNorm dictionary.

5.2 Performance evaluation metrics & Algorithm

Evaluation of machine translation models can be evaluated using several algorithms such
as WER (Word Error Rate), METEOR (Metric for Evaluation of Translation with Explicit
ORdering), General Text Matcher (GTM), Translation Edit Rate (TER) and CDER and
BLEU (Bilingual Evaluation Understudy.

The evaluation metric selected for this study is the BLEU score. When examining a
given source sentence, there can exist multiple translations that are considered perfect.
These translations might vary in terms of word order or specific word choices. However,
human evaluators possess the ability to discern between translations of high quality and

those of lower quality.
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The adoption of the BLEU metric for translation evaluation is rooted in its ability to
provide a quantitative measure of translation quality. BLEU assesses the correspondence
between machine-generated translations and human-generated references, offering a
practical means to gauge the effectiveness of translation models. BLEU accounts for
variations in word choice and word order, aligning with the nuanced nature of human
language. Its correlation with human judgment, particularly in the context of
distinguishing between good and poor translations, solidifies its suitability for translation
assessment. By selecting BLEU as the evaluation metric, this study ensures a robust and
consistent approach to appraising translation quality while maintaining alignment with

human perceptual distinctions.

5.2.1 BLEU (BiLingual Evaluation Understudy)

This metric measures the quality of the translation by matching the translation a
professional human translation. According to a numerical metric, closeness to one or more
human translations are measured. A corpus of good quality human reference translation is

required if the BLEU metric is used.

BLEU score is calculated using n-gram modified precision. For each distinctive n-gram
in the predicted translation, the maximum frequency count is calculated in each reference
sentence. The minimum of this special count and the original count is called the clipped
count. The clipped count is always lesser than the original count. When we apply the clip
count instead of the original count to calculate the precision, the calculated value would
be the modified precision. Modified precisions are considered a better metric compared

to the precision.
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Al (15)
BLEU = BP.exp (z wy log pr)

n=1
According to the equation 15,
pn = modified precision for n-gram
log = the base of log is the natural base e
wn = weight between 0 and 1 for log pn
BP = Brevity Penalty
Brevity penalty is used to penalize short machine translation.

1, ifc>r (16)

= r
BP exp (1—;), ifc<r

In equation (16) of Brevity Penalty,
¢ - the number of unigram(length) in all the predicted sentences
r = the best match length(closest reference sentence length to the candidate sentences) for

each candidate sentence in the corpus

In most cases, the BLEU score is calculated on a corpus where there are many predicted
sentences translated from the different source texts and each of the candidate sentences
has several reference sentences. Then c is the total number of unigrams (length) in all the
candidate sentences, and r is the total sum of the best match lengths for each candidate
sentence in the dataset.

BLEU is a value between 0 to 1 because wy , pn, and BP are always between 0 to 1.
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N N (17)
exp (z wy log py) = 1_[ exp (wylog py)
n=1

n=1

N (18)
= | [texpttogpo
Al (19)
= P
n=1
€ [0,1]

Usually the in-built BLEU libraries use the N count as 4 (4-gram) and w,, = %

5.3 BLEU score calculation

We calculated the overall BLEU score for randomly selected 100 sentences from the
corpus which we have explained in Section 5.1. We exported the randomly selected 100
SECM input sentences, the actual translation for the sentences, and the predicted
translation of the sentences into separate text files. Then we applied the files with
SacreBLEU(Post,2018) library to calculate the BLEU score.
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Table 5.1: Example of some predicted Sinhala translation and bleu score. ref and pre-column

refers to the number of words in the reference sentence and predicted sentence, the rest of the

columns shows the count of the n-gram tokens used for the calculation of modified precision

LENGTH MODIFIED PRECISION
REFERENCE PREDICTION T
REF
1 ganan wadi ® O BB ®es OR3 ) ) )
) Budu saranai dewi | @¢ woe8 o¢d B¢ ©30ewmB ©¢d
pihitai 8808 8808 2 2 2
place eka super
3 oo 183 88838 > 188 8388
clean 3 3 3
kama raha unta ® 6 500
2:® 0% SN0 ®IB)
gana hondatama @12 ©%e®
4 . @008 D188 &
wadi eh gaanata 088 & 000
®20 D3sVesy By
worth na PISISfcra o 10 10 10
Price eka tikak
wadi Customer 8 Omt B3
. . B S O B8
service eka madi 280wl Bm eeddw
5 DN B 8@
Staff eka thawa 028 mo8w OeHBREw®
. OHEE I8
improve wenna 08 Eam me 9nd
one 12 7 7
. . e®w B8y gsiesy
Meya hithan inne
. 28 exdsy
| phone thiyenne ©®w Busiesy
6 BewsIesy @medo
photo ganna B
. 535 58
witarai kiyala
BwosTesy 25(.5(3:) 11 3 3
. mn recommend 057 Bbeda oz 0¥ Bbeda »Sm
karana thanak e oYEYy- ] 2 4 4
. main road eka B0 @00 € Bleso | @90 € Beso &
laga nisa noisy wde 088 88 6 5 5
9 kaama echchara :® ©DDS Bode :® ©0OF Bode
special naha 2 21 4 4 4
kama denna ® e¢siD
10 ® e¢sin gOdsy
puluwan 5005y 3 3 3

Initially, the number of clipped counts and the total number of the particular n-grams in
the predicted sentence are extracted to calculate the modified precision as shown in Table

3. Using the retrieved values shown in Table 3, the overall BLEU score is calculated.
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N-Gram 1 2 3
Weights(Wn) 0.25 0.25 0.25

Ref Total Length 280 168 99

Pred Total Length 366 275 205
Precesion(Pn) 0.76502732 0.61090909 0.48292683
Wn*log(Pn) -0.066960933 -0.12320178 -0.181972532
Brevity Penalty 0.595040575
Cumulative BLEU 0.315462186

Figure 5.2: Calculated values to evaluate the BLEU Score

In the calculation initially, the number of unigram(length) in all the predicted sentences
and the number of best match length(closest reference sentence length to the candidate
sentences) for each candidate sentence in the corpus are calculated automatically.

Likewise, the n-gram counts are calculated in reference and the predicted translations.

Next, the precision values will be calculated and it is converted to modified precision.
Also, the brevity penalty will be calculated automatically with an in-built function.
Finally, by applying the calculated values to the BLEU score equation, the score is
calculated as 0.3154, as shown in Figure 5.2. Compared to state of the art for BLEU score
values received for code-mixed text translation, our model gave a significantly better
BLEU score.

5.4 Evaluation of the proposed model with SECM dataset

This section provides the proves of why our proposed model is considered better for code-
mixed text translation. We compared our model with the Baseline Seq2Seq model and

the Attention model.

73



5.4.1 Experimenting with baseline Seq2Seq model

The baseline Seq2Seq model is the fundamental encoder-decoder framework with RNN
as the basic unit in the network. We applied the same set of the dataset used for our study
and trained with the baseline Seq2Seq model with the same set of hyperparameter settings,
which is used for our proposed model. We experimented with two scenarios: the Seq2Seq
baseline model without normalization and the Seq2Seq baseline model with

normalization.

The model of Seq2Seq baseline model without normalization gave the training accuracy
as 0.5383, training loss 1.4032, testing accuracy 0.2792, and training loss 1.76. The
necessary values retrieved for the BLEU score calculation of the Seq2Seq baseline model
without normalization from each sentence from the corpus are shown in Figure 5.3. The

BLEU score received for the model is 0.1278, as shown in Figure 5.4.

Seq2Seq baseline model with normalization gave the training accuracy of 0.5711, training
loss of 0.7753, testing accuracy of 0.2792, and testing loss of 1.75. The necessary values
retrieved for the BLEU score calculation of the Seq2Seq baseline model with
normalization from each sentence from the corpus are shown in Figure 5.5.The BLEU

score received for the model is 0.2077 as shown in Figure 5.6.
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REFERENCE
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Figure 5.3: Example of some predicted Sinhala translation and bleu score using the Seq2Seq
baseline model without normalization. ref and pre column refers to the number of words in the
reference sentence and predicted sentence, the rest of the columns shows the count of the n-gram

tokens used for the calculation.

N-Gram 1 2 3 4
Weight(Wn) 0.25 0.25 0.25 0.25

Ref Total Length 186 73 27 12

Pred Total Length 356 266 197 148
Modified

Precesion(Wn*log(Pn) -0.162296014 -0.323259217 -0.496841716 -0.628076406

0.639781087
0.127823795

Brevity Penalty
Cumilative BLEU

Figure 5.4: BLEU score calculation values of Seq2Seq baseline model without normalization
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Figure 5.5: Example of some predicted Sinhala translation and bleu score using the Seq2Seq

baseline model with normalization. ref and pre column refers to the number of words in the

reference sentence and predicted sentence, the rest of the columns shows the count of the n-gram

tokens used for the calculation

N-Gram

Weight(Wn)

0.25

0.25

0.25

0.25

Ref Total Length

212

127

71

35

Pred Total Length

317

288

214

166

Precesion(Wn*log(Pn)

-0.145237483

-0.204693348

-0.275824034

-0.389159932

Brevity Penalty

0.573080988

Cumilative BLEU

0.20770363%

Figure 5.6:BLEU score calculation values of Seq2Seq baseline model with normalization
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Figure 5.7, shows the comparison in a detailed view. From the training and testing result,

we can see that the model Seq2Seq baseline with the normalization layer has improved

the accuracy of the model.

1.8

1.6

1.4

1.2

0.8

0.6

0.4

0.2

Seq2Seq baseline model

1.768 1.758

1.4032

0.5389-5711
0.279$-3197
Training Accuracy Training Loss Testing Accuracy Testing Loss

B Seq2Seq baseline Model without Normalization ~ m Seq2Seq baseline Model + Normalization

Figure 5.7: Seq2Seq baseline model result

5.4.2 Experimenting with baseline Seq2Seq Attention model

In this experiment, we again used the same dataset and we used to train our model, to

Seq2Seq with Attention model. This attention technique allowed for a considerable

improvement in machine translation systems by focusing on the relevant parts of the input

sequence where attention is given. Here also, we experimented with the normalization

layer and without the normalization layer. The Seq2Seq Attention model without

normalization gave the training accuracy as 0.7055, training loss 0.303, testing accuracy

0.303, and training loss 1.15. We calculated the BLEU score for randomly selected 100
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sentences from the corpus. The necessary values retrieved for the BLEU score calculation
of the Seq2Seq Attention-based model without normalization from each sentence from

the corpus are shown in Figure 5.8. We calculated the BLEU score received for the model

is 0.2895, as shown in Figure 5.9.
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Figure 5.8: Example of some predicted Sinhala translation and bleu score using the Seg2Seq +
Attention model without normalization. ref and pre column refers to the number of words in the
reference sentence and predicted sentence, the rest of the columns shows the count of the n-gram

tokens used for the calculation.

Seq2Seq attention model with normalization gave the training accuracy of 0.7022, training
loss of 0.5023, testing accuracy of 0.3105, and testing loss of 1.0522. The necessary values

retrieved for the BLEU score calculation of the Seq2Seq Attention-based model with
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normalization are shown in Figure 5.10. The BLEU score received for the model is 0.3154

as shown in Figure 5.11.

N-Gram 1 2 3 4
Weight(Wn) 0.25 0.25 0.25 0.25
Ref Total Length 311 176 94 45
Pred Total Length 430 337 258 197
Modified

Precesion(Wn*log(Pn) -0.080998074 -0.162399734 -0.252416201 -0.36913531
Brevity Penalty 0.68768892

Cumilative BLEU 0.289567188

Figure 5.9:BLEU score calculation values of Seq2Seq Attention model without normalization
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Figure 5.10: Example of some predicted Sinhala translation and bleu score using the Seg2Seq

model without normalization. ref and pre column refers to the number of words in the reference

sentence and predicted sentence, the rest of the columns shows the count of the n-gram tokens

used for the calculation.

79



N-Gram 1 2 3 4
Weight(Wn) 0.25 0.25 0.25 0.25

Ref Total Length 293 170 99 54

Pred Total Length 386 300 228 174
Modified

Precesion(Wn*log(Pn) -0.06891619 -0.141996009 -0.208556445 -0.292517813
Brevity Penalty 0.64136546

Cumilative BLEU 0.314697851

Figure 5.11: BLEU score calculation values of Seq2Seq attention model with normalization

Figure 5.12, shows the comparison of the accuracies and loss in a detailed view.

Seq2Seq with Attention

1.4
1.2 1.156

1
0.8

0.7055
0.6
0.5023
0.4
0.303 0.303

0.2 .

0

Training Accuracy Training Loss Testing Accuracy Testing Loss
W Seq2Seq + Attention without Normalization M Seq2Seq + Attention + Normalization

Figure 5.12: Seq2Seq with Attention model result
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5.4.3 Experimenting with the proposed model

Our proposed approach is a Seq2Seq model with Teacher Forcing Algorithm. Also, the
basic units of our neural network use the LSTM as the basic unit, which prevents the
vanishing gradient issue. The model is evaluated with the same scenarios which we used
with other models: with the normalization layer and without the normalization layer.

The Seq2Seq Teacher Forcing model without normalization gave the training accuracy as
0.7142, training loss 0.5095, testing accuracy 0.3717, and training loss 0.3872. The BLEU
score received for the model is 0.3154. Seq2Seq Attention model with normalization gave
the training accuracy of 0.70157, training loss of 0.5095, testing accuracy of 0.3787, and
testing loss of 0.3866. The BLEU score received for the model is 0.3389, as shown in
Section 5.3. Figure 5.13, shows the result.

Seq2Seq with Teacher Forcing

0.8
0.71@7157
0.7
0.6
0.508%1979
0.5
o 0.3783787 0.3803866
0.3389
0.3154
0.3
0.2
0.1
0
Training Accuracy ~ Training Loss  Testing Accuracy  Testing Loss BLEU Score

W Seq2Seq + Teacher Forcing without Normalization

W Seq2Seq + Teacher Forcing + Normalization

Figure 5.13:Experiment values of Seq2Seq with Teacher Forcing model
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5.5 Evaluation of the proposed model with Hindi-English code-mixed

dataset

To check the efficiency of our proposed model, we downloaded a publicly available
parallel corpus of Hinglish-English code-mixed sentences(Srivasta & Singh,2020).
Hinglish(Hindi-English code-mixed text) is the source language and English is the target

language.

Fifty sentences from the corpus were sampled for the evaluation study of different code-
mixed translation systems. Bing Translator(BT) provided a BLEU score of 0.139, Google
Translate(GT) provided a BLEU score of 0.14, and the combined approach of Augmented
Pipeline(AP) and Google Translate provided a BLEUL score of 0.153. Our model gave
the BLEUL score as 0.293. As we can see in Figure 5.14, our model offers a significantly

higher BLEU score for the code-mixed text from another language pair.

0.35

0.293
0.3

0.25

0.2

0.153,

0.139 0.14
0.15

BLUE Score

0.1

0.05

Bing Translator(BT) Google Translate(GT) Augmented Pipeline(AP) NMT+Teacher Forcing
+GT

Models

Figure 5.14: BLEU Score comparison for Hindi-English code-mixed translation
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5.6 Summary
This section delves into the performance evaluation of the proposed model for code-mixed
text translation, focusing on the prediction from the model and the metrics used for

evaluation.

This section starts by providing details on exporting the trained model to predict the
output. Randomly selected SECM sentences are input into the model, and the predicted
translations in Sinhala are generated as output. An analysis is carried out to determine if
the model overcomes the challenges highlighted earlier. Several examples are presented,
showcasing the model's performance in handling various aspects of code-mixed text

translation, such as meaning preservation, transliteration, and handling special characters.

The chosen evaluation metric is the BLEU score, a well-established method for assessing
translation quality. BLEU measures the correspondence between machine-generated
translations and human references, providing a quantitative measure of translation quality.
The chapter explains how BLEU is calculated using modified precision, weight factors,
and brevity penalty. The formula and calculations for BLEU are detailed, demonstrating
its relevance in evaluating translation models. The calculated overall BLEU score for the
model is reported as 0.3154, indicating its translation quality. This score is compared to
the state of the art for BLEU score values received for code-mixed text translation,

emphasizing the significant improvement offered by the proposed model.

The section also involves the evaluation of the model with the SECM dataset. A
comparison is drawn with the baseline Seq2Seq model and the Seq2Seq Attention model.
Different scenarios, with and without normalization layers, are experimented with. The
BLEU scores for each model variant are presented, showcasing the superiority of the
proposed Seq2Seq Teacher Forcing model in terms of translation quality.
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Furthermore, the proposed model's efficacy is demonstrated using a Hindi-English code-
mixed dataset. Comparative BLEU scores with other translation systems, such as Bing
Translator and Google Translate, highlight the robust performance of the proposed model

across different language pairs.

In summary, this section provides an in-depth evaluation of the proposed code-mixed text
translation model's performance, backed by detailed explanations of prediction, BLEU
metric, and comparative analyses with other models. The results substantiate the model's

effectiveness in addressing the challenges of code-mixed text translation.

6. Result & Discussion

The main aim of this research study is to translate Sinhala-English code-mixed text to the
Sinhala language. The evaluation of the proposed model has been conducted considering
two aspects: how does our proposed model perform compared to the current methods
available for the code-mixed text translation, and what is the performance of our model

with the code-mixed text from another language.

The current models which have performed code-mixed text translation Seq2Seq baseline
model, and the Seq2Seq model with attention. We furthermore experimented with the
model with and without normalization to check whether normalization has an effect on
the models. The following Table 6.1 summarizes the results of our experimental study. It
shows the training and testing accuracies and loss and also shows the BLEU score values

obtained for each model.
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Table 6.1:Comparison of models and the result

Precision
Brevity
Training Testing [Testing | 1-gram | 2-gram | 3-gram | 4-gram BLEU
Model Training Loss Wi = Wo = W3 = W, = | Penalty
Accuracy Accuracy | Loss Score
0.25 0.25 0.25 0.25
(BP)
Wi*log | W2*log | Ws*log | Was*log
(P1) (P2) (P3) (P4)
Seq2Seq
Baseline Model
53.83 1.4032 27.92 1.76 -0.16229 -0.323259 -0.496841 -0.628076 0.6397 0.1278
without
Normalization
Seq2Seq Baseline
Model + 57.11 0.7753 31.97 1.75 -0.145237 -0.204693 -0.275824 -0.389159 0.573 0.2077
Normalization
Seq2Seq +
Attention
70.55 0.303 30.3 1.15 -0.080998 -0.162399 -0.252416 -0.369135 0.6876 0.2895
without
Normalization
Seq2Seq +
Attention + 70.22 0.5023 31.05 1.05 -0.141996 -0.208556 -0.292517 0.6413 0.3146
0.0689162
Normalization
Seq2Seq +
Teacher
Forcing 71.42 0.5095 37.17 0.38 -0.066960 -0.1232 -0.181972 | -0.262455 0.595 | 0.3154
without
Normalization
Seq2Seq +
Teacher -
71.57 0.4979 37.87 0.38 -0.06046 -0.189274 | -0.251089 | 0.6326 | 0.3389
Forcing + 0.1232717
Normalization
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Figure 6.1: Training accuracy and loss of experimented models

If we compare the testing accuracies and loss among the models which are shown in Figure
6.2, our proposed model provides a better score for test accuracy and test loss. Also, it can
be seen that the Seq2Seq baseline model, Seq2Seq attention model, and Seq2Seq Teacher
Forcing models which have the normalization module performs better than the models
without the normalization. This result points out that the normalization of the input dataset

could increase the performance of any model.
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Figure 6.2:Testing accuracy and loss of experimented models

After training the models, we exported the trained models and implemented the inference
model. The inference model predicted the Sinhala output sentences for the randomly
inputted SECM sentences. Finally, we stored the predicted sentences from each model

separately and calculated the BLEU scores as explained in Chapter 5.

The following Figure 6.3 shows the BLEU score values of each of the experimented

models. The BLEU score calculation proved that our proposed approach gives a
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significantly better BLEU score for Sinhala-English code-mixed text translation compared

to the other models.

BLEU Score comparison

0.4
0.35 0.3389
' 0.3146 0.3154
03 0.2836
w 0.25
o 0.2077
S
w 0.2
)
w
@
0.15 0.127823
0.1
0.05
0
Seq2Seq Seq2Seq Seq2Seq + Seq2Seq + Seq2Seq + Seq2Seq +
baseline Modelbaseline Model Attention Attention + Teacher Teacher
without + without Normalization Forcing Forcing +
Normalization Normalization Normalization without Normalization

Normalization
EXPERIMENTED MODELS

Figure 6.3: Experimented models & BLEU scores

Furthermore, as we explained in Section 5.5, we followed the research study of (Srivasta
& Singh,2020), where Hindi-English code-mixed text translation has been conducted.
They have applied the randomly chosen 100 sentences from their dataset and applied it to
the Bing Translator(BT), Google Translate(GT), and Augmented pipeline with GT
models. We tested the same dataset with the same hyper parameter setting and we
calculated the BLEU score for the Hinglish-English dataset. The BLEU score received for
our model of Seq2Seq with Teacher Forcing is significantly higher than the BLEU scores
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received for the other models:Bing Translator(BT), Google Translate(GT) and

Augmented pipeline with GT.

Section 1.2.1 points out the challenges that are considered the barrier for Sinhala-English
code-mixed text translation. Spelling errors, inconsistent phonetic transliteration, the use
of special characters and numeric characters, borrowing of words, integration of suffixes,
and switching of discourse markers. Even though our model couldn’t provide the solution
for all the issues, but most of the challenges can be considered solved with our proposed

model.

If the same word has a different transliteration, the normalization module in the model
analyses the similar representation of the same word using the Levenshtein edit distant
approach and chooses the most frequently used form of representation as to the standard,
and converts the specific word to its standard form. This sorts out the issue of

transliteration of translation.

The issue of spelling errors and the use of special characters and numeric character issues
are sorted using the dictionary-based approaches. The issues of borrowing of words and
use of discourse marker issues have been automatically solved by the Seq2Seq approach
with the teacher forcing algorithm because the Teacher Forcing algorithm uses the ground
truth as the input in each timestep in the decoder. This makes the model identify and learn
the correct Sinhala words from the training phase of the model. In the prediction phase,
the model provides the output according to what it has learned from the training phase.
Section 5.1 provides examples for the outputs which proves that the model has sorted the

mentioned issues.

Exporting the implemented model of Seq2Seq with LSTM unit and Teacher Forcing

mechanism, we created an SECM to Sinhala translator web application as described in
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Section 4.7. The following Figure 6.4 to Figure 6.8 shows the input, output, and the

calculated BLEU score from the translator web application.

SECM to Sinhala Translator

SECM to Sinhala Translator

Translator

Sinhala-English Code-Mixed/(SECM) Sentence ()

mata loku thoppiyak thiyanawa

Translate

Sinhala Translation (7

Bleu Score Calculator

Predicted Sentence

B Calulate

Bleu Score () 1

SCM to Sinhala Translator ©2022 Created by Archchana Kugathasan

Figure 6.4: Example 1 from the web application SECM to Sinhala translator

In the example shown in Figure 6.4, the given input sentence is ‘mata loku thoppiyak
thiyanawa’, and the predicted Sinhala sentence is ‘®0 ecim em88ws Bewmds’. The
BLEU score calculator gave the calculated BLEU score value as 1, because the predicted

translation matches the reference translation 100%.
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SECM to Sinhala Translator

SECM to Sinhala Translator

Translator
Sinhala-English Code-Mixed(SECM) Sentence (7
Mmata problem godaak ;
Sinhala Translation (2
Bleu Score Calculator

Predicted Sentence

Reference Sentence (7)

B Calulate

Bleu Score (0): 1.384292958842266e-231

SCM to Sinhala Translator ©2022 Created by Archchana Kugathasan

Figure 6.5: Example 2 from the web application SECM to Sinhala translator

In the example shown in Figure 6.5, the given input sentence is ‘mata problem godaak’.
The predicted Sinhala sentence is ‘®® ©0c® ez’ but the expected actual translation

1S ‘@0 0@ emdxw’. Even though the sentence doesn’t provide 100% perfect
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translation, the translator has identified the English word ‘problem’ and has matched it to
the correct Sinhala word ‘©©c®’ This proves that the ‘Borrowing of words from another

language’ issue has been sorted by our proposed translator.

SECM to Sinhala Translator

SECM ta Sinhala Translator

Translator

Sinhala-English Code-Mixed(SECM) Sentence ()

mam fried rice kawa
Translate

Sinhala Translation ()

Bleu Score Calculator

Predicted Sentence

Bleu Score (?): 6.86809206056511e-78

SCM to Sinhala Translator €2022 Created by Archchana Kugathasan

Figure 6.6:Example 3 from the web application SECM to Sinhala translator

In the example shown in Figure 6.6, the given input sentence is ‘mama fried rice kawa’,

and the predicted Sinhala sentence is ‘©®® Jo&@& ¢&@ed 8 »o’but the expected actual
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translation is ‘©®® Jo8& c&ed 2:00°. Even though the sentence doesn’t provide 100%

perfect translation, the translated sentence provides a basic idea about the sentence for the

reader.

SECM to Sinhala Translator

SECM to Sinhala Translator

Translator
Sinhala-English Code-Mixed(SECM) Sentence (7

heta mata moon balanna puluwan

Translate

Sinhala Translation (2

80 ze g on 98

Bleu Score Calculator

Predicted Sentence

S o€ g0 03 e

Reference Sentence (7)

20l B9 se g o9 98

[ Calulate

Bleu Score (?): 1

SCM to Sinhala Translator ©2022 Created by Archchana Kugathasan

Figure 6.7: Example 4 from the web application SECM to Sinhala translator

In the example shown in Figure 6.7, the given input sentence is ‘heta mata moon balanna
puluwan’, the predicted Sinhala sentence is ‘e @O we ¢z o w2 . In this example

also, the model has identified the English word ‘moon’ and has translated it correctly
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according to the context without any grammatical errors. The BLEU score calculator gave

the calculated BLEU score value as 1, because the predicted translation matches the

reference translation 100%.

SECM to Sinhala Translator

SECM to Sinhala Translator

Translator

Sinhala-English Code-Mixed(SECM) Sentence

issara thiyana putuwe waadiwenna ’
— 4

Sinhala Translation (*

Bleu Score Calculator

Predicted Sentence

Bleu Score () : 1.0032743411283238e-231

SCM to Sinhala Translator ©2022 Created by Archchana Kugathasan

Figure 6.8: Example 5 from the web application SECM to Sinhala translator

94



In the example shown in Figure 6.8, the given input sentence is ‘issara thiyana putuwe
waadiwenna’, and the predicted Sinhala sentence is ‘¢F»ed 6900 &8 dz'2z’, but the
expected translation is ‘geafeson Howz g9ed &8 @d2z¥>’. Even though the translation
is not fully correct, the Singlish word ‘issara’ has been identified with the meaning of
‘ancient’ and presented with the word ‘@2¥»ed”. The meaning is correct but the problem
is the meaning of the word ‘issara’ in this context doesn’t match. In this context, the

correct word should provide the meaning as ‘front’.

6.1 Summary

This section a comprehensive overview of the research study's outcomes and discussions,
focusing on the proposed model's performance in translating Sinhala-English code-mixed
text. The chapter evaluates the model's effectiveness against existing methods, examines
its performance across different languages, and discusses the challenges it successfully

addresses.

The central objective of the research is to translate Sinhala-English code-mixed text into
Sinhala. The evaluation is conducted from two perspectives: comparing the proposed
model's performance against existing code-mixed text translation methods and assessing

its effectiveness with code-mixed text from another language.

The existing models for code-mixed text translation, including the Seq2Seq baseline
model and the Seq2Seq model with attention, are evaluated. The effects of normalization
on these models are also explored. A summary of the results, including training and testing
accuracies, losses, and BLEU scores, is presented in Table 6.1. Notably, the proposed
model exhibits greater test accuracy and loss compared to other models, highlighting its

effectiveness.

The model's inference capability is demonstrated by predicting Sinhala output sentences

for randomly inputted SECM sentences. The calculated BLEU scores further validate the
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proposed model's efficiency, with Figure 6.3 illustrating its significantly better
performance compared to other models.

Additionally, the chapter draws parallels with a Hindi-English code-mixed dataset's
translation performance. The proposed model's BLEU score outperforms other models
like Bing Translator and Google Translate for the same dataset.

The research study addresses several challenges outlined in Section 1.2.1 that hinder
Sinhala-English code-mixed text translation. The normalization module tackles issues
related to spelling errors, special characters, and numeric characters. The model also
effectively handles transliteration variations by utilizing the Levenshtein edit distance
approach. The Seq2Seq approach with the teacher forcing algorithm helps overcome
borrowing of words and discourse marker issues. The section emphasizes that while not

all challenges are entirely resolved, significant progress has been made.

The section concludes with an illustration of the proposed model's performance using the
SECM to Sinhala translator web application. Various examples demonstrate the model's
capabilities in handling different types of code-mixed sentences, indicating its versatility
and adaptability. While some translations may not be entirely accurate, the model
maintains context and provides meaningful output, effectively addressing language

mixing challenges.
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7. Conclusion and Future Work

7.1 Summary of achievements

The main objective of this research study is to build a model to translate Sinhala-English
code-mixed sentences. The reason to select this research topic is the need to translate the
SECM text, which is the most frequently used language in social media communication,

and the unavailability of a translator tool.

As the initial step of this research study, we conducted an in-depth literature study on the
research based on code-mixed text. We were able to identify the research gap clearly from
the in-depth study. Next, analysis of Sinhala-English code-mixed text is conducted. First,
we analyzed the history of Sinhala-English code-mixed text usage and how it started with
colonization in the past. Then we conducted a survey to prove the usage of SECM texts
in current social media communications. According to the survey results, the most used
language in social media communication in Sri Lanka is identified as SECM and it proves
the need for a translator for SECM to Sinhala, otherwise, most of the social media text

will be left unprocessed and unused.

Next, we focused on analyzing the challenges in the SECM sentences: inconsistent
phonetic transliteration, Spelling errors, the use of special characters and numeric
characters, borrowing of words, integration of suffixes, and switching of discourse
markers. Then we analyzed the Sinhala transliterated format, how it differs from the
standard transliteration, and the actual transliteration(Singlish) used in society. We
proposed mapping for Sinhala letters(Vowels, basic consonants, and other consonants)

with its relevant Singlish mapping according to the frequency of usage.

One of the most important parts of the research is corpus creation. MT systems need a

remarkable amount of parallel sentences. Since Sinhala is considered a low-resource
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language, we couldn’t find an already available corpus. Preparation of the parallel corpus
was a very challenging task due to a lack of resources. The SECM sentences are web
scrapped from social media sites. We hired a human translator to translate the SECM
sentence to Sinhala, which led to parallel corpus creation. Since we can't rely only on the
translator, we validated the dataset using the crowd-sourcing approach. Our corpus
contained 5000 parallel sentences. We divided the data into 15 groups and conducted the
annotation. Each sentence in the corpus was rechecked at least by two people and labelled
whether the translation from the human translator is fully correct(FC) or a change is
required(CR). The translations labelled as the change required were again checked and
changed by the human translator. To measure the correctness of the human-translated
sentences, we randomly selected 100 parallel sentences from the prepared corpus and
asked some linguistic experts to rate the translation ‘good’ or ‘bad’. Then we calculated
the Fleiss Kappa score of 0.88, which states almost the full agreement between the raters.
Finally, the parallel corpus was created which can be considered a remarkable

achievement with the limited resources.

We developed a normalization module for our proposed system. The normalization
module contains the spelling error identification and correction using the dictionary-based
approach, slang word normalization using the dictionary-based approach, and
transliteration normalization using the Levenshtein edit distant algorithm. According to
the experiment results explained in Section 5.4, its seen that when the machine translation
models are applied with the normalization module, the performance of the model shows a
significant improvement in the accuracies. Furthermore, improvement in the accuracies
led to achieving better BLEU scores which can be considered a significant achievement

in the proposed approach.
Our proposed approach contains the method of Seq2Seq approach with LSTM basic units

and the Teacher Forcing algorithm applied in the decoder phase. In the experimental

studies, our proposed approach showed a better performance compared to the current
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state-of-the-art models. It provided better accuracy, loss, and BLEU score values. Most of
the challenges considered barriers to the translation of SECM to Sinhala translation have
been broken from our proposed approach. As explained in Section 5.1 and Section 6, the
challenges of borrowing words from the English language, transliteration issues,
numerical and special character representation, and spelling error issues are sorted from

our proposed model.

Finally, to make our proposed translation model (Seq2Seq with LSTM units and Teacher
forcing mechanism) be used easily, we built a web application from our proposed model.
We used our trained model in the back end, implemented a function to predict the Sinhala
translation for the given SECM sentence, and connected it with the web Ul. So anyone
could easily use our proposed SECM to Sinhala translator through the web application.
Also, it is more understandable for non-expert users to use the model in a web application

form.

7.2 Limitations

The main limitation is our research study is the resources for the dataset. We went through
a huge process to prepare the parallel corpus of SECM-Sinhala because both are low-
resource languages. It was challenging to find a human translator who is both an expert in
SECM and Sinhala. After finding a human translator, it took a long time to get the SECM

sentences translated.

After the translation, we were in need of validating the translation. So we choose the
crowdsourcing approach. Getting the dataset annotated from the crowdsourcing method
was s challenging task because the annotators were busy and provided half work done, so
we had to send frequent reminders to get the annotation done. Also, to rate the translation,
we needed linguistical experts, which was challenging as most of them were busy. This

whole task of preparing the dataset was very time-consuming.
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Also, there were limitations in the reference materials for the literature survey study. We
couldn’t access some journal papers, books, or articles from some website as they were

not free to download.

Also, the computer used for the implementation of the model doesn’t have a GPU. So the
training of a model once normally took around a minimum of 72 hours. Furthermore, the
tasks such as experimenting with different hyperparameter setting and training with
different models for comparison studies was challenging with a low-performance
computer. In some situations, the computer stopped working due to a heavy load in the
memory and we had to run the whole training of the models from the beginning.

7.3 Future Works

We have described many challenges in SECM sentences in Section 1.2.1. Most of the
challenges are sorted from our proposed model. However, still, there are challenges such
as Integration of suffixes, Switching of discourse marker which has to be solved. Also, by
improving the number of parallel sentences in our corpus we could be able to improve the
accuracy. We will make the corpus with the 5000 parallel SECM-Sinhala sentences
publicly available and let it improve further. Also, we are planning to get datasets from
other languages with code-mixing issues. Therefore, we will try to enhance or modify our
approach specifically to the structure of other code-mixed text languages.
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Title, Journal or Conference

Status
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Conference -

Kugathasan, A., & Sumathipala, S. (2020, March).
Standardizing sinhala code-mixed text using dictionary based
approach. In 2020 International Conference on Image
Processing and Robotics (ICIP) (pp. 1-6). IEEE.

Published

March/2020

Conference -

Kugathasan, A., & Sumathipala, S. (2021, September).

Neural Machine Translation for Sinhala-English Code-Mixed
Text. In Proceedings of the International Conference on Recent
Advances in Natural Language Processing (RANLP 2021) (pp.
718-726).

Published

Sep/2021

Journal -

Kugathasan, A. and Sumathipala, S., 2022. Neural machine
translation for sinhala-english code-mixed text, International
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(2022): 2022 December Issue
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Feb/2023
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Appendix - A

B Seq2Seq baseline Model without

Normalization

B Seq2Seq baseline Model +

Normalization

B Seq2Seq + Attention without

Normalization

H Seq2Seq + Attention +
Normalization

m Seq2Seq + Teacher Forcing

: Detailed view of model result comparison

without Normalization

Seq2Seq + Teacher Forcing +

Normalization

2
1.8
1.6
1.4
1.2
1
0.8
0.6
0.4
m
0 Traini Testi
raining - esting .
Accuracy Training Loss Accuracy Testing Loss
0.5383 1.4032 0.2792 1.768
0.5711 0.7753 0.3197 1.758
0.7055 0.303 0.303 1.156
0.7022 0.5023 0.3105 1.0522
0.7142 0.5095 0.3717 0.3872
0.7157 0.4979 0.3787 0.3866
Axis Title

B Seq2Seq baseline Model without Normalization

B Seq2Seq baseline Model + Normalization

W Seq2Seq + Attention without Normalization

M Seq2Seq + Attention + Normalization

W Seq2Seq + Teacher Forcing without Normalization

Seq2Seq + Teacher Forcing + Normalization
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Appendix - B : Survey questionnaire

a Singlish usage among public [ ¥r

Singlish code-mixed text analysis

This survey is taken in need of collecting some data regarding Singlish code-mixed text for my MPhil research
‘study.

Please refer the followis ple how a Sinhala sentence is in Singlish

Sinhala- ) mBe?
Singlish - Oya kawada?

‘Your name?

Short answer text

Which type of communication method you often use when communicating through textin  *
social media?

O sme
() singlish

() other..

If you often use Singlish text, what is the main reason you use Singlish text? *
() You like Singlish.
() Youlike to type in Sinhala language but you use Singlish becauss it is easy to type

() Other..

If we can build a converter which can directly transform Singlish to Sinhala would you like to *
use that?

() ves
) Ne

Which time period did you start using Singlish? *
() 19901995
() 19962000
() 20002005
() 20052010
() 20102015

() other..

In what kind of platforms you use Singlish? *

[ social

[} chat Applications(Whatsapp, Viber, Ema etc)
[ community blogs
[ Discussion Forums

[] other..
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Appendix C : Predicted result from the model
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Actual Target Translation: &%
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Input Source sentence: indian kama kiyala apiwa rawatanawa

Actual Target Translation: sziZum =@ Bueer 3D J020mDy
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1@

Input Source sentence: kama hodaipirisidui

Actual Target Translation: =:@ ceneBE58e8

Predicted Target Translation: =@
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Input Source sentence: resturant crew ekka marama hodai kamath patta
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A] 23 Jan_2021.ipynb X
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Predicted Target Translation: =x@

11
Input Source sentence: resturant crew ekka marama hodai kamath patta

Actual Target Translation: efzioc =ids e5tcs Soim 2109 ewmel =@y =
Predicted Target Translation: eSziue mwdc B&8ice dun 800 cved =@y :

12

Input Source sentence: Mama wathura bibi hitiye me post eka baladdi mata wathurath pita ugure giyane
Actual Target Translation: &8 85 85ed @ =&l Im AEEE 32 2n0 32 cad dsesl
Predicted Target Translation: @8 <& =d=
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Input Source sentence: location eka hodai
Actual Target Translation: == e=ed
Predicted Target Translation: == zwel
14

Input Source sentence: Budusaranal
Actual Target Translation: &g =ce@
Predicted Target Translation: &g wces@

15
Input Source sentence: Sinhala minissu depethtata bedala tambiyek janadipathi kenek undata thereitamanta salli hambenawa nam Ratat
a hena gahawwath kamak ne kiyala hitha minissucotabaya hondamai kiyanne nechanda padhanamak thiyena sinhala nayakayek enne echchra
i

Actual Target Translation:
= o Bec o EHLgemd: cedd B
Predicted Target Translation: ewed

W8 eedl 2D uEE wieadmin »E 600 s owdy »®

S

seiesl el Sl u¢@n Sewzles’ Bwe swemess Ssiesi SHDI8
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Predicted Target Translation:
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Input Source sentence: Ado parnse inn paradesak karaya tho gonek unata umbe kiyanna EPA
Actual Target Translation: eedd s:bsid 9 sdecas mgw emd emems cond cod Busim m
Predicted Target Translation: @3
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Input Source sentence: kama rahaikama genna parakku wenawa

Actual Target Translation: =@ dud =@ ouoim odmm edod

Predicted Target Translation: =@ co& =@ <= <bod
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Input Source sentence: Theruwan saranaithawa thawt shakthiya dhahirryaa labeewa

Actual Target Translation: o=gSs’ =0esg 20 20 ande dds cedd

Predicted Target Translation: ewmeoef wded
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Input Source sentence: addicted to your food patta rasai

Actual Target Translation: mx®2 2398 9@ o= o8
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Input Source sentence: small family ekak run karanne harima pirisudui
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Input Source sentence: rest karala family eka kala ena honda thanak

Actual Target Translation: w==i8 efe sied =ied 2aim = o emg =

Predicted Target Translation: =¢ ¢m woie ewme m .I
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Input Source sentence: oppu kranna kiyapan

Actual Target Translation: &Zy mosiey Bossy

predicted Target Translation: wmozin eme ms
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Input Source sentence: fight karanna one na as deka loku karala baluwama athi
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Actual Target Translation: @ 223 £355
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Predicted Target Translation: ozim oziey csie = .
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Input Source sentence: kama rasai bada pirenna kawa

Actual Target Translation: =@ J=@ a8 Ssdoim =@

Predicted Target Translation: =@ du& a2 Sedzim =xd

Input Source sentence: Budusaranai puta

Actual Target Translation: 8¢ =¢e8 zm

Predicted Target Translation: 8¢ =ce@
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Input Source sentence: lassana atmosphere ekakkama rahai
Actual Target Translation: cdos sBudes =2 o8
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Input Source sentence: price wedikama raha na
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