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Abstract

Cry, the universal communication language of the infants encodes vital information about the 

physiological and psychological health of the infant. Experienced caregivers can understand 

the cause of cry based on the pitch, tone, intensity, and duration. Similarly, pediatricians can 

diagnose hearing impairments, brain damages, and asphyxia by analyzing the cry signals, 

providing a non-invasive mechanism for early diagnosis in the first few months. Hence, auto­

mated cry classification has gained great importance in the fields of medicine and baby-care. 

With the emergence of the concept of the Internet of Things coupled with Artificial Intelli­

gence, baby monitors have recently gained huge popularity due to features like sleep analysis, 

cry detection, and motion analysis through multiple sensors. Since cry classification involves 

audio processing in real-time, most of the solutions have either complex and costly designs or 

distributed computing, which leads to privacy concerns of the users. This research presents a 

low-cost intelligent hardware system for real-time infant cry detection and classification. The 

proposed solution presents the selection of the hardware to suit the requirements of audio pro­

cessing while adhering to financial constraints and the firmware design, which includes voice 

activity detection, cry detection, and classification. This proposes the use of the multi-agent 

system as a resource management concept while proving that AI concepts can also be extended 

to resource-limited hardware platforms as the novelty. Firmware and algorithm are designed 

to maintain the accuracy figures above 90% while processing the audio signal at a higher rate 

than its production to maintain stability. A voice activity detector was designed to filter human 

voice through temporal features while cry detection and classification were respectively based 

on Artificial Neural Network and K-Nearest Neighbor algorithm trained with a spectral-do­

main feature vector called Mel Frequency Cepstral Coefficients (MFCC). Evaluations under 

diverse conditions showed accuracy figures of 96.76% and 77.45% in cry detection and clas­

sification, respectively.

Keywords: Cry Detection, Cry Classification, Voice Activity Detection
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1 INTRODUCTION

1.1 Prolegomena

The concept of “Internet of Things” (IoT) has brought different new fields into light 

leading to a wealth of information about different aspects of its users. Fields like tele­

medicine, elderly care, and remote baby monitoring have gained a boost from the tra­

ditional solutions due to the introduction of new features supported by the concepts 

such as Artificial Intelligence (AI) and distributed computing. Busy lifestyles of new 

generations have forced them to seek help from these technologies to take care of 

themselves, parents, children, and loved ones. Nowadays, young parents show a new 

tendency to purchase baby monitors to keep them updated about their infants’ vital 

information such as heart rate, oxygen saturation, body temperature, and sleep cycles. 

Well established believes such as sleep deprivation, abnormal changes in vitals could 

lead their infants to long-term health hazards, have made them nervous and interested 

in these different solutions. Similar to sleep cycles and other vitals, the cries of an 

infant should be given the same importance since they act as the only communication 

mechanism with their parents. Researchers have shown that they encode information 

not only about the basic needs such as hunger, pain, discomfort but also about health 

issues such as hearing impairments, brain damages, and asphyxia.

Generally, experienced parents and caregivers can understand the causes of the infant's 

cries after analyzing the pitch, tone, intensity, and duration. Similarly, experienced 

pediatricians and nurses can diagnose the hearing impairments and brain damages of 

infants by analyzing cry signals. Medically, cry analysis has paved a non-invasive way 

of diagnosing health problems, at a very early age when the infant cannot even spell a 

word.

A significant number of researches have been conducted to detect and classify these 

infant cry signals under different classes related to the basic needs and health problems. 

Similarly, cry detection and classification have been attempted in baby monitors re­

cently as a value addition to the existing features. This presents its own challenges

1

;
■



such as manufacturing cost, resource limitations regulated by the selling price, and 

real-time audio processing if the design is thought of as a stand-alone device. A solu­

tion coupled with distributed computing technologies may pose the challenges of re­

current cost of the servers (annual subscription fee), privacy concerns of audio stream­

ing, and excess use of user’s bandwidth for audio streaming, etc. Hence, this research 

focuses on the design and implementation of low-cost intelligent hardware design for 
real-time cry detection and classification.

1.2 Research Problem

This research work focuses on implementing a low-cost hardware solution for infant 

cry detection and classification in real-time in robust environments. The hardware so­
lution should be a low-cost design to meet a competitive selling price in the market. 

Similarly, the solution should be a stand-alone solution to avoid privacy concerns of 

the user regarding the audio streaming, excess use of the user’s bandwidth for audio 

streaming, and the recurrent server cost due to the continuous use of the servers for 

audio processing in a distributed computing environment. But due to the constraints 

of the cost, hardware resources available would be limited. Cry detection covers the 

scope of discrimination between infant cry-events and other audio events. Similarly, 

cry classification covers the scope of identification of the most likely cause of the cry. 

Real-time processing requires to process the audio feed at the rate of production to be 

able to notify the caregivers whenever the baby cries. The solution should function 

accurately in noisy environments with an acceptable level of accuracy to prove its re­

liability in robust environments.

1.3 Aims and Objectives

The aims of the research were defined as follows.

• To get the hands-on experience of the practical use of theories and technologies 

of Artificial Intelligence (AI).
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• To evaluate the feasibility of the practical use of A1 technologies in the re­

source-limited hardware platforms with acceptable accuracy levels. Proof of 

concept (POC)

• Design a hardware solution which can support stand-alone real-time audio pro­
cessing

• Design a firmware solution that can support real-time audio processing to sup­

port cry detection and cry classification in noisy conditions.

The objectives of the following research were identified as

• Design and implementation of an audio processing algorithm to detect infant 

cries with an accuracy level above 95% and to predict the most-likely cause of 

the cry with an accuracy level above 75%.

• Implementation of the algorithms in a stand-alone hardware platform to moni­

tor infants continuously in real-time.

• Device functionality in the domestic noisy conditions with an accuracy above 

95% for cry detection and 70% in cry classification.

1.4 Background and Motivation

The author currently works as a senior research engineer and a product manager in 

Synergen Technology Labs (Pvt) Ltd, which focuses on designing and manufacturing 

electronic products and software related to healthcare-related IoT products. The author 

leads a project related to design and manufacture a baby monitor, capable of measuring 

infants’ heart rate, blood oxygen saturation, sleep cycles, and body temperature along 

with the room conditions like temperature and humidity. As a value addition to the 

system and to gain a competitive advantage, infant cry detection and classification was 

identified to be a useful feature. Yet the existing baby monitors do not support this 

feature due to the limited resources in the hardware layer and the recurrent cost in­

volved in cloud solutions. Yet, in the market analysis to identify the user requirements 

and the key features parents would seek after, they highlighted the concern of knowing 

when and why their baby is crying. Due to the busy lifestyles and their general practice
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to keep the infants in a separate room away from parents, they always have concerns 

about the health of the baby. Therefore, they even showed an interest in paying extra 

money to own a device with cry detection. Hence, the requirement of cry detection 

was highlighted.

In the literature review, it was noticed that there is a significant number of researches 

conducted recently related to infant cry detection and classification. The scope of the 

above researches covers the medical fields to support pediatricians and cry detection 

in domestic environments. Yet, almost all the researchers have attempted to solve these 

problems in resource-heavy environments such as computers and distributed systems. 

Further, none of them described the practical applicability in real-time audio pro­

cessing. A very few exceptions were there, which focused on the hardware designs 

along with the required algorithms. Yet, the designs were not cost-effective due to the 

higher component costs of their complex designs.

Hence, due to the minimal number of researches available to support the implementa­

tion of a baby monitor with cry detection in real-time in a stand-alone hardware device, 

the author was motivated to conduct this research as a proof of concept of the cry 

classification in a stand-alone hardware device.

1.5 Problem in Brief

The use of baby monitors is a popular concept in western countries to monitor newborn 

babies. These devices cover lots of parameters related to infant health. The parameters 

like heart rate, blood oxygen saturation, and body temperature have been identified as 

the critical parameters. Generally, baby monitors with these three parameters only can 

be marketed easily, covering a good market share. But, irrespective of the similar im­

portance of cry, cry detection only will not be such an influential force to penetrate the 

market. But the combination of all the above parameters could prove to be a very in­

fluential force for market penetration.

Nevertheless, the inclusion of cry detection and classification also creates its own chal­

lenges. This requires continuous and real-time audio processing. To support additional
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computational requirements, the inclusion of additional computational units may in­

crease the cost. Hence, adding dedicated hardware resources unnecessarily without 

optimizing may exceed the optimal market price. Therefore, the hardware resource 

management is highly important. This research focuses on the optimal hardware and 

firmware designs to manage the computational resources at hand. But someone may 

suggest using distributed computing to tackle the problem. But this creates more prob­

lems than it solves. Audio recording is compulsory, and it cannot be avoided. Yet, 

audio streaming will create doubts in the users’ minds about privacy. This is a severe 

issue in western countries. Similarly, this possesses the problems of continuous use of 

ethemet adding recurrent cost to the user due to higher bandwidth requirements to 

stream audio. Further, due to the cloud resources, a recurrent server cost will also be 

added to the manufactures. Hence, this should be covered either by increasing the price 

or by introducing a monthly subscription. Both these approaches help in losing cus­

tomers than gaining. So, the optimal solution in terms of marketability should be a 

stand-alone solution.

Cry detection feature should cover the scope of detecting the cry-events under the do­

mestic conditions. This should be able to discriminate the audio activities like noise, 

lullabies played to help the baby fall asleep, and the other human voice activities like 

speaking to the baby, baby laughing, etc. Typically, parents often play lullabies/white 

noise in the infants' rooms to help them fall asleep. These white noises should not 

cause any problem to the above functionalities. Further, cry classification refers to the 

identification of the most likely cause of the cry. Typically, in domestic conditions, 

the causes may include hunger, belly-pain, burps, tiredness, and discomfort. But the 

most important and frequent causes are belly-pain, burps, and hunger. But new parents 

find it hard to understand the causes due to the lack of prior experience about the subtle 

variations of the cries, which encode the cause of cry. Hence, this research work should 

ultimately produce hardware and firmware designs to detect the infants' cries in real­

time and inform the parent with the most likely cause of the cry.

5
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1.6 The Novelty in The Proposed Solution

Literature reviews exposed that there is a minimal number of researches towards cry 

detection in hardware devices. But these researchers also have proposed complex hard­

ware designs that involve at least two computing units such as Raspberry PI boards. 

Otherwise, they have sought the help of cloud computing for audio processing. In this 

research, the focus is to design a stand-alone hardware device that can record and pro­

cess the audio in real-time to produce the expected results.

Most of the researchers have experimented with solutions in resource-heavy environ­

ments. Even the hardware designs proposed in these literatures have complex designs 

to include more computation power. Hence, resource management is not a concern. 

But this needs to face the challenge of resource management to tackle the resource 

limitation imposed by the manufacturing cost. Hence, this proposes the use of Multi- 

Agent Technologies to manage the resources effectively and solve the problem collab- 
oratively, sharing knowledge.

These researches did not speak about real-time audio processing for cry detection. 

Most of these works have covered the medical field. The proposed solution focuses on 

real-time audio processing in noisy conditions for domestic use.

1.7 Structure of the Thesis

This chapter presented a basic overview of the research explaining the problem in brief 

and then discussing the aims and objectives. Chapter 2 discusses the current trends and 

issues in infant cry detection and classification, in general, highlighting the conclu­

sions of the literature review. Chapter 3 is dedicated to a comprehensive analysis of 

the technologies used in the proposed solution. The hypothesis is presented in chapter 

4. Chapter 5 elaborates on the proposed solution in detail, presenting the hardware and 

firmware design diagrams. Chapter 6 will walk the readers through the implementation 

of the proposed solution. This would provide a comprehensive step by step details 

analysis of the effect of each action on the outcome. Chapter 7 evaluates the proposed 

solution against the objectives defined in chapter 1 to decide whether the aims of the 

research were attained. Chapter 8 summarizes the overall conclusions drawn from the

6

■

M



evaluation and describes the issues and limitations. This would further discuss the fu­

ture works to mitigate the issues and limitations found.

1.8 Summary

In this chapter, the background information about the importance of the research prob­

lem was highlighted discussing the product marketability and, more importantly, the 

user requirements. Further, the challenges of the implementation were discussed to 

highlight the scope of the problem at hand to resolve. After discussing the aims and 

objectives, the author discussed the source of motivation. Next, the problem was 

briefly elaborated, explaining the keywords such as cry detection, classification, real­

time, etc. according to the context of this application. And this further discussed the 

reasons behind some constrains like low-cost and stand-alone. This includes the ex­

planation of why a stand-alone solution is preferred over a distributed system. Finally, 

the novelty of the proposed solution was discussed, highlighting the key issues of the 

existing solutions, such as the need for resource management, real-time audio pro­
cessing, and simplicity of the solution.
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2 CURRENT TRENDS AND ISSUES IN INFANT CRY DETEC­

TION

2.1 Introduction

Chapter 1 introduced the research problem and the related aims and objectives of solv­

ing the problem. This chapter discusses recent trends in cry detection and classifica­

tion. The current trends in baby monitors will be discussed first to form the basis to 

explain the user requirements of automated cry detection and classification. Next, this 

will present the details of the literature review covering topics like research areas, the 

information in cry, temporal and spectral features of interest, and the different classi­

fiers proposed by the previous researchers. Research areas covered in this literature 

cover both medical and commercial scopes. This only covers the important features in 

detail, while other minor features are mentioned briefly under the respective topics.

2.2 Baby Monitors

The evolution of the baby monitors has a long history starting from a listening device 

at the bed- head of the infant to a very sophisticated and intelligent device. Nowadays, 

these baby monitors are capable of monitoring the infants’ behaviors either through 

cameras or wearable devices. Baby monitors with cameras record the video to analyze 

them for the movements of the baby. But baby monitors with wearable devices are 

capable of monitoring parameters like heart rate, body temperature, and oxygen satu­

ration to estimate the health of the baby and warn if normal pattern breaks. These are 

becoming very popular because parents are conscious about the health of their babies 

rather than their movements. Sudden Infant Death Syndrome (SIDS) is a serious cause 

of death of the infants. But the reasons behind the SIDS are yet to be revealed. Hence, 

this has brought fear to the new parents about the life of their babies and forced them 

to seek the help of the technologies available.
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These baby monitors capture the photoplethysmogram (PPG) signal to estimate the 

heart rate and blood oxygen concentration. Additionally, some baby monitors would 

measure body temperature through dedicated sensors. Although for all the parameters, 

there are dedicated sensors, none of them are capable of measuring these parameters 

directly. Hence, every vital is associated with a set of dedicated algorithms for noise 

filtering, parameter estimation, and outlier removal. This requires a significant level 

of computational power, which will result in a higher selling price. Similar to the above 

vital parameters, the cry is now thought of as important information about the physical 
and psychological health of the baby.

2.3 Cry Detection and Classification in Baby Monitors

The very first version of the baby monitors was quite similar to the walkie-talkie. The 

sole purpose was to listen to the baby from the receiver with the mom and identify 

when the baby is crying and awake so that the parents can attend to their child accord­

ingly. Here the intelligent decision making was at the hand of the listener. Hence, the 

listener was supposed to listen continuously. But with the inclusion of the more intel­

ligent features, cry detection lost its importance due to human effort required. Simi­

larly, due to remote monitoring, listening to the baby requires continuous audio stream­

ing, which adds a recurrent cost. But recently, with the developments in hardware re­

sources for stand-alone mini-computers, a few researchers have started to think that an 

automated cry detection is a viable option.

2.4 Recent Works in Cry Detection and Classification

The literature review highlighted the following important details were highlighted by 

the researchers in their literature reviews and conclusions.

2.4.1 Coverage of the Research Works

In simple terms, cry detection and classification can be thought of as the identification 

of when and why the baby is crying. The cry of an infant may depend on multiple

9



reasons varying from the physical to mental reasons generally. For example, physical 

reasons may include hunger, belly pain, discomfort, and tiredness, whereas mental or 

psychological reasons may include loneliness, and fear, etc. Similarly, pediatricians 

look into the cry audio from a different angle to identify the symptoms such as the 

hearing losses, and asphyxia due to the deprivation of oxygen to the brain. Recent 

research works have been targeted at both medical and commercial applications of cry 

detection. But the majority of the research works are towards the medical field.

2.4.2 Details of A Cry

It is unarguably true that the cry acts as the primary mode of communication for the 

infants. Yet, cry does not seem to carry much of vital information. But, experienced 

care-givers will easily derive more information about the cry than a novice. Audio 

analysis has proven that there are noticeable differences in some features which can 

be helpful in identifying these causes of cry. Amulya A. Dixit and Nagaraj V. 

Dharwadkar have successfully researched and concluded that cries due to pain, dis­

comfort, hunger, and sleep could be accurately classified with a proper audio feature 

analysisfl]. Asphyxia is a medical condition occurred due to the shortage of oxygen 

supply to the brain. It has been proven that cry signals can identify the asphyxia with 

more than 94% accuracy[2]. Similarly, hearing impairment is a common defect found 

in new-boms. But it is very hard to diagnose since the infants do not respond to what 

they will hear in the first few months. But experimentally, it has been proven that an 

infant with such a hearing impairment cries differently compared to a normal baby. 

What makes the cry different is the difference in the feedback of its own cry to the 

ears. It was experimentally proven that the ratio between the dominant and fundamen­

tal frequencies differs for infants with hearing impairments compared to a healthy 

baby [3].

2.4.3 Characteristics of A Cry

Fundamentally, the cry of an infant still falls under the superclass of the human voice. 

Therefore, it holds some unique qualities of the human voice. The frequency range of

10
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a cry signal is from 200Hz to 500Hz with the average frequency of 320Hz and 400Hz 

for males and females, respectively[4]. Zero Crossing rate is a parameter defined to 

evaluate continuous signals in time-domain. This calculates the rate at which the signal 

crosses the time axis. Since the bandwidth of human voice is low compared to white 

noise, it has a low zero-crossing rate[5]. Similarly, the human voice has higher signal 

energy compared to white noise generally. Although a cry-event that lasts over a few 

seconds seems to be a continuous effort of the infant, it has some periodic pauses. 

Normally, a cry is a burst of short cries spaced between the pauses of 500-700ms[6]. 
These pauses are due to respiration.

2.4.4 Audio Features

When someone comments about the voice of a speaker, the critic speaks about the 

spectral domain features more than the temporal domain features. Temporal domain 

features do not capture the variations in pitch and tone. In the spectral domain, the 

signal is decomposed into different frequencies to analyze which frequencies are sig­

nificant. Fundamental and dominant frequencies are two features that can reveal the 

details about the hearing impairments [3]. Cry detection and classification can be 

thought of as pattern matching. But, matching sample by sample is not effective. 

Hence, the signal will be represented by some spectral domain features.

2.4.4.1 Linear Predictive Coding (LPC)

Linear Predictive Coding (LPC), as the name suggests, represents the future sample as 

a linear combination of the immediate past samples. This analysis uses the Z transfor­

mation to analyze the spectral features of a discrete signal. Linear Predictive Cepstral 

Coefficients (LPCC) maps the LPC coefficients to the cepstral domain features[5].

2.4.4.2 Short-Time Fourier Transform (STFT)

Fourier Transform converts the temporal signal into the spectral domain signal by es­

timating the frequencies present in the signal. Since the signal is subjected to
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significant changes over time, spectral-domain analysis over a large window does not 

provide an accurate picture of the signal. Hence STFT is proposed to suppress the 

significant changes over time since it shortens the time window of interest. STFT has 

also shown promising results in some research worksfl].

2.4.4.3 Mel Frequency Cepstral Coefficients (MFCC)

Mel Frequency Cepstral Coefficients (MFCC) is another representation of the audio 

signal for voice recognition applications. These coefficients model the human percep­

tion of a given audio signal with respect to the human auditory system. Using MFCC 

as the feature vectors, classifiers have been successfully trained to predict the cry rea­

sons such as Respiratory Distress Syndrome (RDS) as well[7].

2.4.4.4 Bark Frequency Cepstral Coefficients (BFCC)

Bark Frequency Cepstral Coefficients (BFCC) is another representation similar to 

MFCC. This maps the power of the signal to the human perception of the loudness of 

the signal. This has shown better accuracy figures compared to MFCC in some in­
stances^].

2.4.4.5 Empirical Mode Decomposition (EMD)

Empirical Mode Decomposition (EMD) is a special technique to convert the signal 

into the constituent frequencies being in the time domain. This is a computationally- 

intensive process compared to the Fast Fourier Transform (FFT). This extracts differ­

ent frequency components similar to what FFT produces. These components have been 

successfully tested as the feature vector to detect and classify cries[8].

2.4.4.6 2D spectrogram

The 2D spectrogram is a representation of the signal in both time and frequency. This 

presents the variations of the spectral domain features along the time axis. Hence this
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gives a clear image of the variation of the important frequencies with time. The 2D 

spectrogram is a popular feature vector in deep learning in signal processing applica­

tions. This has shown good performances in cry detection and classification when 

combined with deep learning concepts like Convolution Neural Networks (CNN)[4],

[6],[9].

2.4.5 Audio Classifiers

Cry detection and classification both require the intelligence to predict output based 

on past observations/training data. Hence, different researchers have proposed differ­

ent classifiers with the combination of the above features to classify the inputs accu­

rately. These classifiers differ from lazy learning algorithms to deep learning algo­

rithms. In contrast, some researchers have proposed the use of classifiers like Fuzzy 

Logic, and Hidden Markov Model (HMM). Yet, most of the researchers proposed the 

use of the following classifiers.

2.4.5.1 K-Nearest Neighbors (KNN)

Researchers have shown interest in experimenting with the KNN algorithm in cry de­

tection and classification. KNN classifier with MFCC as the feature vector has shown 

better performances [10]. KNN had shown the accuracies in the range of 60-70% in 

cry classification when it was trained with features such as Mel Frequency Cepstral 

Coefficients (MFCC), Bark Frequency Cepstral Coefficients (BFCC) and Linear Pre­
dictive Coding (LPC)[5].

2.4.5.2 Artificial Neural Network (ANN)

Research works suggest that Artificial Neural Networks also performs better in this 

domain. ANN classifiers trained with MFCC and BFCC have also shown the accuracy 

figures of 60.45% and 76.47%, respectively, in cry classification^], [7].
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2.4.5.3 Convolution Neural Network (CNN)

Convolution Neural Network is a popular choice with the 2D spectrogram as the fea­

ture vector. This suits the resource-heavy environments. CNN has yielded 82% accu­

racy in cry detection in adverse domestic conditions[9]. To benchmark the perfor­

mance, this was compared with a linear regression model, which yielded 81% in the 

best case.

2.4.5.4 Other Classifiers

Apart from the above-highlighted classifiers, the use of the following classifiers was 

also highlighted in the literature reviews.

Recurrent Neural Network (RNN)

Probabilistic Neural Network (PNN)

Time Delay Neural Network (TDNN)

Radial Basis Neural Network (RBNN)

Hidden Markov Model (HMM)

Probabilistic Hidden Markov Model (PHMM) 

Continuous Density Hidden Markov Model (CDHMM) 

Adaptive Neuro-Fuzzy Inference System (ANFIS) 

Support Vector Machine (SVM)

Fuzzy Support Vector Machine (FSVM)

2.5 Baby Monitors with Cry Detection

There are a few numbers of research attempts towards building the baby monitors ca­

pable of cry detection. Prithvi Raj et al. has successfully experimented with cry detec­

tion using a baby monitor design, which included two Raspberry PI boards and one 

Arduino board [11]. There is another attempt in which, instead of cry detection, noise 

detection has been chosen to serve a similar purpose[12]. This concept works on the 

assumption that the infants’ rooms are generally very quiet. This involves a compara­
tively simple hardware design.
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2.6 Summary

This chapter discussed the concept of baby monitors and their importance. It described 

the birth of the concept of baby monitors as a listening device for infants’ cries and 

then evolving as a sophisticated device. Due to the human effort required, cry detection 

started to lose importance, and recently, with automatic cry detection, this started to 

gain attention. Next, findings of the literature review were discussed in detail, high­

lighting the importance of cry detection, information encoded in cries, characteristics, 

spectral-domain features, and classifiers. This further showed frequent use of Mel- 

Frequency Cepstral Coefficients as the feature vector. Even though the different re­

searchers had suggested different types of classifiers with a wide variety of character­

istics, the most popular and effective classifiers are KNN and ANN. To conclude, the 

previous efforts to implement cry detection in baby monitors were discussed. It re­
vealed that complex designs had been proposed while another research had suggested 

looking at the problem in the angle of noise detection instead of cry detection.
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3 INCORPORATED TECHNOLOGIES

3.1 Introduction

In this chapter, the author explains the background and potential of each technology 

highlighted in this research work. First, the concept of Multi-Agent Systems (MAS) 

will be explained with its advantages and practical applications in resource manage­

ment. The next two sections are dedicated to cover the background and the applications 

of the K-Nearest Neighbor algorithm and Artificial Neural Network as the main clas­
sifiers of interest for the audio recognition applications. These sections will walk the 

readers through the basic concepts, important parameters/techniques related to the ac­
curacy, and their typical applications.

3.2 Multi-Agent Technology

A Multi-Agent System is a computing system composed of multiple intelligent agents 

working towards a common goal of solving a complicated or impossible problem for 

a single agent [13]. These agents can act independently and autonomously on behalf 

of the user in either standalone or distributed environments. Hence the multi-agent 

system (MAS) is commonly defined as a loosely coupled network of software agents 

that interact to solve problems that are beyond the individual capacities or knowledge 

of each problem solver.

Advantages of a Multi-Agent Approach3.2.1

Distribute computational resources across a network of interconnected agents. 

Due to resource limitations, performance bottlenecks, and critical failures, tra­

ditional systems may fail some times. Since multi-agent systems are decentral­

ized, they do not suffer a single point of failure problem.
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Support the interaction with the existing legacy systems. Building wrappers/in­

terfaces will allow interaction with the legacy systems.

Model real-world problems in terms of autonomous agents. This is proving to 

be a more natural way of simulating task allocation and team planning of hu­
man team works.

provides solutions in situations where expertise is spatially and temporally dis­
tributed.

Enhance overall system performance in computational efficiency, reliability, 

robustness, maintainability, responsiveness, flexibility, and reuse.

3.2.2 Resource Management Using Multi-Agent Systems

Resource management in the distributed systems is a critical requirement for uninter­

rupted service of good quality. In distributed systems, memory usage, CPU usage, net­

work availability, and network traffic act as the critical factors affecting the perfor­

mance. Hence, the researchers have been actively working on solving the problem of 

optimal resource management. To manage the resources in distributed systems, one of 

the famous concepts tried by most researchers is the multi-agent-based approach due 

to its own distributed nature. Irrespective of the distributed nature, these agents are 

working with a common goal to solve the problem at hand. In distributed systems, 
nodes can be geographically separated, and for each node, a set of agents monitoring 

different aspects of requirements were proposed by some researchers [14].

Similar to distributed computing, efficient energy management in distributed systems 

also face the challenges of the same nature. With the introduction of edge computing 

and distributed computing, microcontrollers, and microprocessors in a distributed net­

work of devices face the problem of providing the optimal performance without hin­

dering the battery life of each device. For example, in smart cities, there are sensor 

networks monitoring multiple parameters such as the concentrations of carbon mon­

oxide and hazardous gasses due to vehicles and factories, and weather readings. Nodes 

in these sensor networks are collecting data regularly to provide continuous readings. 

Hence efficient communication is a critical role given that they are some times, espe­

cially at night, operating on battery power. Multi-agent based solutions for efficient
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energy management in distributed networks of electronic devices have also been suc­

cessful ly experimented [13].

Similar to resource management, coordination among the different entities in a given 

system is a critical requirement. Coordination provides an error-free service leading to 

proper resource management. Previously, resource management was seen as an at­

tempt to provide the minimum requirements for uninterrupted service. This can be 

extended beyond the computational requirements as well. For example, in power grids, 
coordination can help in-phase synchronization, which eventually reduces financial 

losses[15]. In cellular networks also, maximization of the network utilization and bal­
ancing cell usage similar to load balancing the distributed computing help in overall 
performance [16].

3.2.3 Key Features of Multi-Agent Systems in Resource Management

Identify the critical resources and deploy independent agents to monitor re­

source availability from time to time. Define criteria to assess the severity of 

the resource shortage or over usage to trigger the actions to redirect the incom­

ing requests[14],[16].

Depending on the computational complexity and priority of the pending tasks, 

the agents were instructed to pick the next job/task. For the discussion making, 

algorithms like Highest response ratio, highest priority first, Deadline schedul­

ing and etc. were introduced. These approaches have been successfully tested 

in resource-limited hardware systems like raspberry pi boards[17].

In distributed computing, with multiple nodes capable of performing the same 

task, the multi-agent system within each node monitors their different types of 

resource availabilities and calculates the overall resource availability of each 

node to place a bid and win the next available task/job[13].
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3.2.4 Success in Multi-Agent System in Resource Management

Multi-agent based approaches for resource management have been successfully tested 

in both resource-heavy environments like distributed computing as well as in resource- 

limited platforms like Raspberry pi boards. Further, these have proved that this ap­

proach can boost the performance significantly by sharing and coordinating the avail­
able resources at crisis times.

3.3 Artificial Neural Network

An artificial neural network (ANN) is an AI concept inspired by the biological neural 

network of the brain. The human brain learns different tasks through observation. Sim­

ilarly, the ANN classifier learns from examples. Hence, this is known as a supervised 

learning algorithm. Researchers have tried ANN classifiers in audio recognition appli­

cations and succeeded in achieving better performances with feature vectors like Mel 

Frequency Cepstral Coefficients and Bark Frequency Cepstral Coefficients.

3.3.1 Artificial Neural Networks in Audio Recognition Applications

ANN is a widely used classifier in audio processing applications, including infant cry 

detection and classification. Typical applications of ANN related to audio processing 

are as follows.

• Human-machine interfacing is a hot research area to reduce the communication 

gap between humans and machines (humanoid robots). These robots can accept 

the commands from the natural languages through the auditory sensors if they 

can interpret the vocal command. For these applications, ANN is used to clas­

sify the vocal commands extracting Mel-Frequency Cepstral Coefficients as 

the feature vector[18], [19].

• Authentication systems based on the audio fingerprint is a famous application 

of ANN in this domain. In these applications, the main aim is to identify and 

authenticate the user. Hence, these applications target understanding the key 

features which discriminate the speaker's voice from the others[20], [21].
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• Researchers have successfully experimented with ANN in audio-visual emo­
tion recognition using both audio and visual inputs of a speaker. These are 

trained with features of the facial images and vocal outputs. Given that the 

people express the same emotion differently, it is hard to mathematically model 

a generic detector. With the ability to generalize and memorize, ANN classifi­

ers are capable of building a general mathematical model to detect the emotions 

of the people[22].

3.3.2 Training and Prediction with Artificial Neural Networks

ANN classifiers are trained with labels data sets. To train the classifier, training, test­

ing, and validation data sets are prepared with an almost equal number of examples of 

each class of outputs. The training data set is used to train the classifiers, while the 

testing-data set is used to evaluate the classifier against unseen examples in the training 

phase. The validation data set is used to evaluate the different architectures of the clas­

sifiers and select the best out of them. The overall accuracy of the classifier depends 

on the number of neurons, learning rate, training iterations, initial weights, activation 

function, and some other factors [23]. Hence, the training phase involves lots of effort 

to select the best classifier. Training the classifier can be mathematically described as 

the estimation of best weight vectors producing the best accuracy against test and val­

idation data sets. Since the values of the initial weights are randomly initialized, train­

ing the same classifier with the same data set multiple times can end up in different 

accuracy figures. Hence, as rule of thumb, general practice is to train the classifier with 

the same configuration using the same training data set multiple times and select the 

best for each configuration. A significant number of researchers have chosen Mel- 

frequency cepstral coefficients as the feature vector since it is known as one of the best 

representations of the human auditory system.
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3.4 K-Nearest Neighbour

K-Nearest neighbor is known to one of the best classifiers in pattern recognition. Au­

dio recognition can also be viewed as a pattern recognition problem. Hence, research­

ers have often chosen KNN as a classifier in their respective applications. Since KNN 

does not involve a learning phase prior to the prediction, KNN is also recognized as a 

lazy algorithm. Further, since KNN does not make any assumption of the statistical 
distributions of the training data, this is known as a non-parametric classifier. Hence, 

this sometimes out-performs the other classifiers. Since the prediction involves the 

series of calculations of the similarity measure against each training example, the time 

complexity of the prediction of KNN grows exponentially against the training data set.

3.4.1 K-Nearest Neighbour Classifier in Audio Recognition Applications

• Auditory suspicious event detection is an interesting application where suspi­
cious events like screaming, gunshots, explosions, police sirens are to be de­

tected in real-time to trigger security alerts. MFCC can still be the main choice 

for the feature vector since it still is capable of modeling the human perception 

of these suspicious events[24].

• Speaker recognition is another application of the KNN classifiers in this do­

main. In KNN, to filter the K-number of nearest neighbors, the similarity meas­

ure plays a critical role. Fisher Kemal is one of the efficient mathematical mod­

els for the similarity measure[25].

• One research conducted on a non-trivial application presents that the guitar 

model can be identified by the audio processing with a KNN classifier. As the 

feature vectors, MFCC and LPCC have been chosen. In this research, multiple 

classifiers like Support Vector Machine (SVM), Basian Classifiers have been 

tried along with KNN. KNN has outperformed the other classifiers[26].
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• In surveillance applications, researchers have successfully experimented with 

KNN for sound classification[27],[28].

• Nocturnal cough and snore detection is a medical diagnosis to follow the pro­

gress of respiratory diseases and quality of sleep. Hence, this requires to pro­

cess the audio feed continuously and process in real-time with a KNN classi­
fier^].

3.4.2 Prediction with K-Nearest Neighbor Classifier

The performance of the KNN classifier depends on the mathematical equation for the 

similarity measure and the number of neighbors of interest (K). As the similarity meas­

ure, typically, Euclidean distance and Manhattan distance are chosen. Further, the 

fisher kernel is also another choice associated with a probabilistic approach for simi­

larity measure. The choice of K is normally decided after multiple trials of different K 

values.

3.5 Summary

This chapter discussed the technologies intended to experiment in the proposed solu­

tion. Hence, the Multi-agent system was discussed within the scope of resource man­
agement. Next, Artificial neural network and K-Nearest Neighbor classifiers were dis­

cussed with the conclusions drawn from the literature review to understand the tech­

nologies behind these classifiers.
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4 HYPOTHESIS

4.1 Introduction

Chapter 3 discussed the technologies and theories helpful in constructing the proposed 

solution. With the basic understanding of these concepts, Chapter 4 starts the discus­

sion of the proposed solution. This chapter presents the hypothesis and defines the 

input, output, and process. Proper understanding of the inputs and outputs gives a bet­

ter understanding of the process. Finally, this discusses the users of the solution to 

conclude the discussion.

4.2 Hypothesis

Stand-alone hardware design can resolve the problems of user privacy issues, recurrent 

cost of the servers, and excess use of the user’s bandwidth. A firmware design based 

on Multi-Agent Technology can support continuous audio processing to detect and 

classify cry-events in real-time. ANN and KNN can provide the required intelligence 

and performance in the resource-limited hardware environment for real-time predic­
tion.

4.3 Input

The input to the system is a continuous audio signal. This audio stream may contain

Infant cries 

Infant laughs

Adult voices (parents speaking to babies) 

Lullabies/white noise 

Silent environment
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4.4 Output

The output of the system is a message with the information

• Whether the baby is crying

• If the baby is crying, what is the most likely cause

4.5 Process

This records noise present in the vicinity of the device and produces a continuous audio 

stream for analysis. The audio stream is preprocessed to remove noise. Given the 

higher probability of observing a quiet room, the signal will be filtered to select the 

human voices. The intention of discarding the irrelevant information of the signal as 

much as possible in the early stages is to release the hardware without being over­
utilized. If the human voice is detected, classifiers will evaluate whether it is a crying 

event. If not, the classifier will discard these signal frames. If it is a cry, the second 

classifier will analyze the relevant features of the signal frame and decide the cause.

Signal
Acquisition

Voice Activity 
Detection

Feature
ExtractionPreprocessing -►

User Notification Cry Classification Cry detection

Figure 4.1 Flow diagram of the process

4.6 Users

The target users of the proposed solution are the parents and caregivers. This can help 

pediatricians and the nurses to detect the hearing impairments in medical fields as a 

screening device if the classifiers were trained with an appropriate data set.
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4.7 Summary

Chapter 4 discussed the hypothesis of the proposed solution. The hypothesis was for­

mulated based on MAS concepts, ANN, KNN classifiers, and digital signal processing 

techniques for continuous audio processing. Next, the inputs and outputs of the system 

were defined. With the help of identified inputs and outputs, the process was defined. 

Finally, the users of the proposed solution were identified and highlighted that there is 

a possibility of using this as a clinical device for the initial screening of the babies with 

hearing impairments if the classifiers were trained with an appropriate data set. In the 

next chapter, the design of the proposed design will be discussed in detail.
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5 HARDWARE AND FIRMWARE DESIGN

5.1 Introduction

This chapter explains the design of the proposed solution in detail. In the design of a 

hardware solution, designers should focus on two critical inter-dependent aspects 

called hardware design and firmware design. In the process of designing a complete 

hardware solution, the cooperation between hardware and firmware plays a critical 

role. Similarly, the research problem can be divided into two inter-connected subdo­

mains called hardware design and firmware design. Hardware design covers the scope 

of identification, selection, and integration of the required hardware features. In this 

chapter, hardware design will be elaborated in detail, covering the architecture and the 

expected functionalities of each module. Next, this chapter will discuss the firmware 

design. Firmware designs should meet both the functional and non-functional require­

ments. As the functional requirements, firmware design covers the scope of controlling 

peripherals, data flow, and algorithm execution to realize the given features. In addi­

tion to the execution of above-designated functionalities, firmware should meet the 

non-functional requirements like stability, scalability, robustness, and optimality. This 

chapter will further explain the use of Multi-agent technology as the foundation to 

realize both functional and non-functional requirements.

5.2 Hardware Design

Figure 5.1 shows the architecture of the hardware system. Dashed lines represent the 

electrical connectivity, while the solid lines represent the communication between dif­

ferent modules. Generally, hardware systems are designed with either microcontroller 

or microprocessor, depending on the computational complexity associated with the 

functionalities. Given the price comparisons, microcontrollers are preferred over the 

microprocessors. But, due to the higher computational complexity and the memory
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requirements in audio processing, a microprocessor with approximately 1 GHz clock 

would be required.

Power Regulator

i
i
i

i
i i

Micro processor 
1GHz

Audio Sensor WiFi module

4GB eMMC 
memoryl- - 1GB Ram

i

Figure 5.1 Hardware architecture

Microprocessors are not designed with in-built memory or Random-Access Memory 

(RAM), allowing the designers to integrate them externally according to the required 

specifications. Hence, with the above microprocessor, 4GB flash memory will be in­

tegrated as the system memory. This is a non-volatile memory to store the operating 

system and the firmware. Similarly, an external RAM of 1GB or more will be inte­

grated into the microprocessor. Since the selected microprocessor executes an Operat­

ing System (OS) and an audio processing application, a minimum of 1 Gigabyte (GB) 

RAM is mandatory. Embedded Linux is one of the popular operating systems (OS) in 

the embedded development environments due to its stability and performance. Hence, 

in this application Embedded Linux operating system is selected. As the programing 

language, in Embedded Linux environments, python is popular due to its execution 

speed, easy implementation/fast prototyping, and the availability of digital signal pro­

cessing (DSP) libraries.

Additionally, the design includes an audio sensor to record the audio signal. The audio 

sensor samples the audio signal at a predefined sample rate and transmits the audio
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samples to the microprocessor via the dedicated communication channel. As a cry de­

tector, parents should be notified whenever the system detects a crying event. Hence, 

a Wi-Fi module is used to connect to the home router and to establish a connection 

with the server via ethemet. Further, it provides file sharing and programming inter­

faces required in the development phase. WinSCP and Putty tools will be used to ex­

change the python scripts and data files between the computer and the hardware sys­

tem. For this, Secure Copy Protocol (SCP) and Secure Shell Protocol (SSH) will be 

useful.

The power management module is responsible for delivering power to the hardware 

modules. Different hardware modules require power at different rates, and instantane­

ous current may fluctuate rapidly with the fluctuations of the processor usage. Hence 

proper power management is mandatory to run the system with stability. The power 
management module will receive the power from an external 5volt source and feed the 

power to the internal modules while protecting them from voltage surges, fluctuations,
etc.

5.3 Firmware Design

In hardware designs, firmware inside the micro-controllers and microprocessors are 

designed considering both functional and non-functional requirements. In this appli­
cation, as functional requirements, firmware should deliver features such as real-time 

audio processing, cry detection, cry classification, and user notifications. Therefore, it 

is imperative to manage the limited resources efficiently to achieve the above compu­

tationally heavy features. Similarly, considering the non-functional features such as 

the ease of updating/upgrading, scalability, and robustness, the firmware will be built 

based on the concept of Multi-Agent System (MAS).

5.3.1 Multi-Agent System as the Foundation

Since the hardware design involves multiple modules with limited resources, it is man­

datory to control each module efficiently. Since firmware designs based on Multi- 

Agent Systems can improve the performance by distributing the agents across the
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system, Multi-Agent System is selected as the foundation of the firmware design. 

Hence, distributing agents across hardware modules to achieve common goals with 

efficient communication can solve the problem of resource management. Similarly, 
firmware designs typically end up in being very complicated due to a large number of 

independent features. Creating a new cluster of agents to implement each independent 

feature provides the ease of scalability and maintainability. Since new agents can eas­

ily be added to the existing multi-agent system with minimal effort, the scalability of 

the existing solution is relatively effortless. Further, solving complicated problems de­

mands to break down the problem into sub-problems. This is similar to breaking down 

the problem and solving the subproblems by a team of human experts sharing their 

knowledge with each other. Hence, the concepts of Multi-Agent System provide the 

foundation for firmware design to achieve a list of complicated features by breaking 

them down to a list of small and relatively simple problems.

Within the scope of this project, the importance of the following agents is identified 

for the indicated tasks.

Sensor Agent:

o responsible for controlling the sensor and recording the audio input 

Preprocessor Agent:

o responsible for preprocessing the audio signal for noise filtering. 

Classifier Agent:

o responsible for feature extraction, cry detection, and classification. 

Auditor Agent:

o responsible for evaluating parameters and sending notifications to the 

user.

o When multiple parameters are simultaneously monitored, this agent 

should have the overall knowledge about all the parameters.

Network Agent:

o responsible for communicating with the server to update estimated pa­

rameters and to send notifications when required 

Manager Agent:

o responsible for the life cycle management of the above agents.
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Due to the unavailability of stable, light-weight, and efficient Multi-Agent platforms 

for the embedded environments, a simple version of Multi-Agent System would be 

implemented with the help of Processors and Queues in multiprocessor package in 

Python. Within the scope of this project, implementation of a fully-fledged Multi- 

Agent System was not the main focus. Hence, the following implementation covers 

only the fundamentals of a Multi-Agent System required for the given application. 

Therefore, the above-identified manager agent plays a critical role in the life-cycle 

management of the other agents.

5.3.2 Firmware Design Architecture

Spectral Feature 
extractionAudio capturing -►

I
Noise filter Cry Detector NoiseN

Yes Yes
T_

Temporal feature 
extraction Cry Classifier Cry Reason

Quiet'oice Activity" 
Detection

•No-

Figure 5.2 Firmware design

Figure 5.2 presents the firmware design of the proposed solution to detect and classify 

infant cry-events.

5.4 Audio capturing and Noise filtering

The first step of audio capturing includes the configuration of the audio sensor and 

continuous recording of the audio signal. Next, the recorded audio signal is passed
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through the noise filters to remove the noise present in the audio sensor due to the 

inherent sensor noise and the ambient noise. Since the audio signal is recorded contin­

uously, the audio signal should be processed at the rate of production at least to main­
tain the equilibrium and to notify when the infant cries. The audio signal will be sam­

pled at 8kHz, and for audio analysis, the signal will be treated as a sequence of blocks 

of audio samples.

5.5 Temporal Feature Extraction and Voice Activity Detection

Typically, the infants’ rooms are either quiet or filled with white noise to help the baby 

fall asleep. Hence, it is infrequent to encounter a human voice in the infants’ rooms. 
Therefore, the systematic filtering of irrelevant information as early as possible would 

lead to a performance boost. As the next step, a voice activity detector (VAD) is em­

ployed to filter out audio frames without a human voice. Since the voice activity de­
tector is used to reduce the complexities in the later stages, the complex implementa­

tions of the voice activity detectors are not preferred. Hence, the voice activity detector 

will analyze the temporal features to make the decision since extracting temporal fea­

tures are more straightforward compared with extracting spectral features.

5.6 Spectral Feature Extraction and Cry detection

Frames disqualified by the voice activity detector will be discarded since they cannot 

contain either the human voice or infant cry. Therefore, the frames which were only 

qualified under the criteria defined in the voice activity detector will progress forward. 

Frames passed through the voice activity detector will be used for feature extraction. 

As the feature vector, Mel-Frequency Cepstral Coefficients (MFCC) will be calculated 

for each frame. These MFCC feature vectors would be used to train the classifier in 

the cry detector. Only the frames with the human voice and infant cries are passed 

through the cry detector for training and then prediction. The cry detector is a classifier 

based on either the Artificial Neural Networks (ANN) or the K-Nearest Neighbor al­

gorithm (KNN). Based on the accuracy and computational complexity, the final deci­

sion of the exact classifier will be made.
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Although the audio signal is analyzed as a sequence of frames of few milliseconds, 

cry-events will last more than a few milliseconds. Hence, non-overlapping time-win­

dows of a few seconds (approximately 5 seconds) are analyzed to identify cry and 

noise events. The width of the audio event should be reasonably large to encapsulate 

an infant cry-event. Similarly, it should not be unnecessarily large to introduce a delay 

in event detection. The exact period of the audio event will be determined experimen­

tally at the implementation. If the majority of the frames within the given period are 

classified as cry frames, the system will identify the event as a “Cry” event and will 

try to figure out the most probable cause of cry by using the cry classifier in the next 

phase. Similarly, if the majority of the frames represent the noise frames, the system 

would declare the event as a “Noise” event and avoid further processing.

5.7 Cry Classifier

Cry classifier holds the responsibility of identifying the most likely cause of the infant 

cry. This classifier is required only upon the detection of a Cry-event. When the cry 

detector detects a Cry-event, the cry detector filters the frames with the label of Cry 

and passes them to the next stage. Frames labeled as Noise will not proceed to the cry 

classifier. As the cry classifier, classifiers based on ANN or KNN will be trained. 

Based on the accuracy and computational complexity, the final classifier will be se­

lected experimentally at the implementation. To train the classifier, as the labels of the 

inputs, the most frequent causes of infant cries were identified as Belly Pain, Hunger, 

and Tiredness.

5.8 Summary

In this chapter, the design of the solution was discussed in detail. The original problem 

was broken down into two sub-problems called hardware design and firmware design. 

Hardware design covers the scope of identification, selection, and integration of the 

required hardware modules. In the selection of hardware, the cost of the hardware 

components plays a critical role. Further, hardware design architecture was discussed 

in detail with the importance of each module. Next, the firmware design of the
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proposed solution was analyzed. An approach based on the multi-agent system was 

proposed as the foundation of the firmware solution to achieve the functional require­

ments like audio recording, audio processing, cry classification, and non-functional 

requirements like scalability and robustness. To achieve the functional requirements, 

this introduced the use of a voice activity detector to filter audio frames with human 

voice only for further processing. As the next step, the cry detector was introduced to 

detect cry frames and cry-events with the use of Mel Frequency Cepstral Coefficients 

(MFCC) as the feature vector. As the final step, upon detection of a cry-event, the cry 

classifier would come into effect to identify the most likely reason behind each cry- 
event. The types of classifiers used as the cry detector and cry classifier will be exper­

imentally decided based on the accuracy and time complexities. Primary candidates 

for the above classifiers are ANN and KNN. This design is expected to reduce the use 

of computationally heavy classifiers to increase performance by systematically filter­
ing the data consumed by each classifier
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6 IMPLEMENTATION OF CRY CLASSIFIER

6.1 Introduction

The previous chapter discussed the design of the proposed solution. This chapter dis­

cusses the implementation of the proposed solution. This chapter breaks down the im­
plementation into two sections for hardware design and firmware design. Implemen­

tation of the hardware design covers the scope of selection and integration of the hard­

ware modules. The implementation of the firmware design covers the implementation 

of the multi-agent system and the algorithms to support real-time cry detection and 

classification. In each phase of the implementation, there are unique challenges to be 

dealt with, to reach the final goal. Hardware design faces the challenge of selecting the 

best hardware configuration to meet the resource requirements for audio processing 

while minimizing the manufacturing cost. Due to the limitation of resources and the 

requirement of real-time audio processing, the firmware should be designed to utilize 

the hardware resources efficiently. Under firmware design, the author explains the use 

of the concepts of Multi-Agent Systems (MAS) to achieve these goals. Next, the author 

will walk the readers through the algorithms responsible for noise filtering, voice ac­

tivity detection, cry detection, and cry classification and their implementations. Gen­

erally, the choice of classifiers in machine learning depends on the accuracy figures, 

and rarely computational complexity also matters.

6.2 Hardware Selection

The scope of the hardware design of the proposed solution covers the steps from audio 

signal acquisition to cry classification and notifying the caregivers. Since audio pro­

cessing requires a significant amount of processing power and memory, selecting a 

microprocessor is subjected to constraints of both performance and price. Typically, a 

microprocessor with at least 1GHz clock with 1GB RAM is required for audio pro­

cessing applications. OSD3358 microprocessor (Beagle-Bone Board) was chosen to
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satisfy the requirements of both price and performance. Compared to the other micro­

processors within the same range of performance and price, this has two additional 
microcontrollers(200MHz) called Programmable Real-Time Units (PRUs) in the same 

System on Chip (SoC). The microprocessor can delegate selected tasks to PRUs to 

reduce the workload.

r r Standard 1C Package

DDR Memory

Configuration > 
Memory

Processor

LDO

Easy to use BGA

Figure 6.1 OSD3358 microprocessor

MP34DT01 microphone was integrated into one of the Programmable Realtime Units 

(PRUs) to record the audio signal transmitted through the Pulse Density Modulation 

(PDM) protocol. The Signal to Noise Ratio(SNR), which is the standard measure of 

the noise in the signal is 63dB. To communicate with the server, it is mandatory to 

maintain an ethemet connection. Wi-Fi connectivity is the best choice since it provides 

portability compared to wired connections. WL18MODGB Wi-Fi module was se­

lected to communicate with the server through Ethemet. Figure 6.2 shows the integra­

tion of the hardware modules selected above.

Figure 6.2 Hardware prototype
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6.2.1 Hardware Setup

The design of the hardware system requires to set up the environment to program the 

hardware. The first step to program the microprocessor is to install the operating sys­

tem. Linux operating system was installed using an SD (Secure Digital) card. For pro­

gramming purposes, WinSCP software was installed to share the files between the 

hardware system and the Computer. WinSCP supports the Secure Copy Protocol 

(SCP) to share the files. If not, one may choose to use the command prompt to share 

the files using SCP. Further, Putty software was installed to issue commands via the 

Secure Shell protocol (SSH) to control the hardware system.

Python version 2.7 was selected as the programming language since it was the latest 

stable version that supports all the required libraries. To support the computations, the 

following python libraries were also installed.

• NumPy for mathematical computations

• SciPy for mathematical computations and machine learning algorithms

• Scikit-leam for KNN classifier.

• Python Speech Features for audio feature extraction.

6.3 Firmware Design

Firmware is commonly known as the software which controls the hardware devices to 

achieve desired functionalities. Firmware of microprocessors can be written in differ­

ent programming languages depending on the processing power at hand and the com­

plexity of the functionalities. In this research, the firmware was written in Python due 

to its better execution speed and the availability of audio processing libraries for em­

bedded electronics. The scope of the firmware design includes the following features.

• Control of the peripheral

• Data flow within the microprocessor and with the peripherals

• Execution of the algorithms

• Communication with external entities
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Since the anomalies should be notified in real-time, the design of the firmware plays a 

critical role in realizing continuous real-time audio processing in the resource-limited 

hardware design. Hence, the firmware was designed based on a multi-agent system to 

avoid resource blocking and over-utilization. Further, this gives the flexibility of up­

grading and expanding system functionalities with ease since the agents are loosely 

coupled with each other. This allows adding more agents to build a complex system 

without affecting the existing functionalities, given that the system has the required 

The current design of the firmware, which covers the scope of cry detection 

and classification only, includes the following agents.

resource.

6.3.1 Sensor Agent

The sensor agent resides in the programmable real-time unit (PRU) of the micropro­

cessor. This is responsible for configuring the microphone and recording the audio 

signal continuously. This agent controls the relevant General-Purpose Inputs and Out­

puts (GPIO’s) to configure and read the audio signal produced by the sensor.

6.3.1.1 Signal Acquisition

The signal acquisition includes the steps of sensor configuration and continuous re­

cording of the audio signal. The sensor communicates with the PRU through a two- 
wire communication protocol called Pulse Density Modulation (PDM). The two wires 

or the channels include the input clock signal and the output (Data out). The output 

data rate of the sensor depends on the clock signal provided by the PRU. The sensor 

generates an output pulse at the falling edge of the input clock signal. PRU was con­

figured to feed a 1MHz clock to the sensor. This produces an output PDM signal of 1 

megabit, which will later be converted to a 64kHz audio signal with a 16bit sample 

width. As the name suggests, the density of the pulses represents the amplitude of the 

signal. A frame of a higher density of l’s represents a large positive value, while 0’s 

represents a large negative value. Similarly, a frame with an even distribution of 0’s 

and Vs indicates an output close to zero. This is quite similar to the biological
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phenomena where the number of neurons firing together is proportionate to the inten­
sity of the sensory input.

Figure 6.3 represents the PDM signal corresponding to a sinusoidal signal. It is notice­

able that at the peak of the sinusoidal, the density of 1 ’s has reached its 

while at the minimum of the sinusoidal, the density of 0’s has reached its maximum. 

Demodulation of the PDM signals is achieved by averaging the signal. Since the low 

pass filters have the same averaging effect on the high-frequency signals, low-pass 

filters could be used to demodulate the Pulse Density Modulated signal.

maximum

Discrete time (n)

Figure 6.3 Pu/se density modulated sinusoid

Hence, the sensor agent filters the input bitstream through a low-pass filter to demod­

ulate the audio signal. Since the signal was demodulated by the PRU and the rest of 

the audio processing is supposed to occur in the microprocessor, the demodulated sig­

nal should be transmitted to the microprocessor.

The PRU is designed to communicate with the microprocessor through the hardware 

interrupts and the shared memory. Given the nature of the signal, shared memory is 

used for this purpose. 128kB of the shared memory is allocated for the data exchange 

purposes. The allocated space is sufficient for holding 1024 milliseconds of data. The 

allocated block was subdivided into 2 equal spaces of 64kB. The PRU writes to one of
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the blocks while the microprocessor reads from the other block. Hence, the PRU and 

the microprocessor access these blocks alternatively. It is mandatory to synchronize 

the read/wnte operations to avoid data corruption due to concurrent access to shared 

memory. Hence, the PRU interrupts the microprocessor as soon as it finishes writing 

the data to acknowledge the presence of a new data block. This gives a 512-millisecond 

time window for the microprocessor to read the data before the PRU overwrites them. 

Each block carries 32,768 samples of 2 bytes. Access to the shared memory by the 

microprocessor is controlled by the preprocessor agent since it has the first use of the 

received audio signal.

6.3.2 Preprocessor Agent

The preprocessor agent is responsible preprocessing of the audio signal captured by 

the sensor agent. The preprocessor agent accepts the continuous audio signal as a 

stream of frames of 32,768 samples (512ms). The frequency response of the audio 

sensor introduced a frequency selective attenuation to the recorded audio signal. The 

different frequencies of the audio signal have been attenuated differently. Hence, the 

preprocessor agent applied a compensation filter to each frame to reverse the above 

effect of the sensor.

The compensation filter is designed as a Finite Impulse Response (FIR) filter. Hence, 

the output of the filter only depends on a few samples of the immediate past. Unlike 

in the Infinite Impulse Response (IIR) filters, the current output of the above filter does 

not depend on the previous outputs. Figure 6.4 shows the response of the filter against 
the normalized frequency of the input signal. Hence, according to figure 6.4, higher 

frequencies close to the sampling frequency will be significantly attenuated compared 

to the lower frequencies.

;
:
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Figure 6.4 Frequency response of the compensation filter

raw cry signal

-1000

filtered cry signal

Figure 6.5 Raw cry signal vs. filtered cry signal

Figure 6.5 shows the output of the sensor, which is subjected to frequency selective 

attenuation and the compensation filter output. The above-recorded signal contains a 

cry signal.
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:Figure 6.6 Song filtered by compensation filter

Figure 6.6 shows the output of the sensor for a song and the output of the compensation 

filter. The quality of the audio generated by the compensation filter was verified by 

comparing the input and output of the compensation filter with the actual audio signal 
manually. Refer the appendix A for the source codes.

:1

6.3.2.1 Downsampling Audio Signal

Down-sampling is a unique digital signal processing technique that reduces the num­

ber of samples of the given input signal while preserving the information content as 

much as possible. However, according to the Shannon-Nyquist theorem, any down- 

sampling technique will result in the loss of information due to the reduced bandwidth. 

But as the researchers suggest, the minimum bandwidth requirement for infant cry 

detection is 500Hz. Hence, according to the Shannon-Nyquist theorem, the minimum 

required sampling rate is 1kHz capture the 500Hz bandwidth. Generally, reducing the 

bandwidth unnecessarily may result in loss of information, which helps to identify the 

speaker uniquely. In this particular application, this may result in loss of information 

that would support the cry classification. Hence, as the standard practice suggests, the 

down-sampling frequency was selected as 8kHz. Hence, 64kHz signal was down-

:
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sampled to 8kHz to avoid computation complexities to be followed in the later stages 

due to a higher data rate.

Raw Signal (64kHz)1 oo
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Figure 6.7 Comparison of Raw signal vs. Down-sampled signal

Figure 6.7 shows the input and output of the down-sampling algorithm. From the hu­

man eye, it is nearly impossible to identify any distortion that occurred to the signal 

due to the down-sampling. Hence, bandwidths of the input and output audio signals 

were analyzed to estimate the distortion mathematically. The Fast Fourier Transform 

(FFT) of the signals was calculated to estimate the bandwidth of each signal.
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Figure 6.8 Bandwidth of raw signal
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Figure 6.8 shows the bandwidth of the input signal to the down-sampling filter. The 

horizontal axis of the graph represents the constituent frequencies of the signal, while

the vertical axis indicates their amplitudes. Therefore, it is evident that the frequencies 

above 10kHz range carry only a very insignificant amount of information. But the 

8kHz output sampling rate limits the bandwidth of the output to 4kHz. Hence, 

the figure 6.8, information carried by frequencies above 4kHz will not be available 

after down-sampling.

as per

Figure 6.9 shows the bandwidth of the output signal of the down-sampling filter. The 

bandwidth has been reduced drastically to 4kHz. Comparing the amplitudes of the fre­

quencies below 1kHz with the amplitudes of the frequencies above 4kHz, higher fre­

quencies have very insignificant amplitudes. Hence, through visual inspection of the 

audio signals in figure 6.7 and comparing the bandwidth plots in figure 6.8, 6.9, an 

8kHz down-sampling filter was finalized. !

Bandwidth of Down-sampl«f Signal
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Figure 6.9 Bandwidth of the down-sampled signal

This reduces the computational complexity by 8 and 64 times if the algorithms to be 

followed are assumed to have linear and quadradic computation complexities (0(n) 

and 0(n2)), respectively. This factor applies to memory complexity as well, although 

memory complexity is not a significant issue.

The preprocessor agent accepts a continuous stream of blocks of 32,768 samples and 

applies the compensation filter before down-sampling them to 8kHz. Hence the output

I
i
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of the agent is another stream of blocks of 4096 

milliseconds at a sampling rate of 8kHz. The 

as the next few steps, a series of algorithms 

agent to detect infant cries.

samples, which corresponds to 512 

output is fed to the classifier agent since, 
are applied to the signal by the classifier

6.3.3 Classifier Agent

The classifier agent is responsible for audio processing to detect and classify the infant 

cries. This covers the entire scope of temporal feature extraction, voice activity detec­

tion, spectral feature extraction, cry detection, and classification, respectively. The 

classifier agent receives the audio frames of4096 samples from the preprocessor agent 

and processes them in the order in which it receives.

6.3.3.1 Voice Activity Detector (VAD)

Voice activity detector holds the responsibility of filtering the audio frames, which are 

likely to have a human voice activity. The voice activity detector is a common feature 

in the applications related to audio recognition. Compared to frequency-domain fea­

ture extraction, time-domain feature extraction is fast and straight forward. Hence, the 

voice activity detectors are designed with time-domain features to filter human voice 

at a lower computation complexity. Since the time-domain features cannot distinguish 

the human voice with high accuracy compared to spectral features, voice activity de­

tectors are expected to have false-positives.

As the temporal features, short-time energy, and the short-time zero-crossing 

identified to be effective for human voice detection.

were

6.3.3.2 Short-Time Energy

Short-time energy (STE) is defined as the average sample energy of the signal in a 

short time period. Mathematically STE can be defined as.
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N—l

~ Jj ^ [w(m)x(n - m)]2 

i=0

E{n)

where w(m) represents coefficients of a windowing function (Hamming window) of 

length N to minimize the maximum side-lobs in the power spectral density (PSD) es­

timation. Due to the truncation of the continuous audio signal into frames for audio 

analysis, the signal has abrupt changes at both ends of the frame. Mathematically, sud­

den changes in the signal appear due to the presence of high-frequency components. 

Hence, distortion occurred due to the truncation of the signal to acquire a signal frame, 

introduces high frequencies that were not available in the original signal. The use of 

the hamming window reduces the abrupt changes in the signal due to truncation.

Figure 6.10 shows the variation of the short-time energy estimated for an infant cry 

signal. STE has a significant variation across the cry signal highlighting the pauses and 

cry instances. In general, human voice contains higher STE compared to white noise 

signals and unvoiced signals. Hence, STE has been widely used in speech detectors as 

a parameter to identify the human voice.
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figure 6. W Short Time Energy of cry signal

6.3.3.3 Short-Time Zero-Crossings

zero-crossings (STZC) is defined as the rate of change of sign over a short 

Mathematically STZC is defined as:
Short-time 

period of time.
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Where

1 *(m) > 0 
~1 x(m) < 0

sign(x(m)) = {
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Figure 6.11 Short-Time Zero-Crossings of a cry signal

In general, Human voice is distributed around 200Hz, which is significantly lower than 

the Additive White Gaussian Noise (AWGN). Therefore, the human voice has a sig­

nificantly lower STZC rate compared to the noise. STZC plays a critical role due to 

the lesser computational complexity.

Figure 6.11 shows the variation of Short-Time Zero-Crossings of an infant cry. This 

does not have any clear demarcation between the cry instances and pauses. But STZC 

shows a clear difference with noise.

Figure 6.12 shows the variation of Short-Time Zero-Crossing of a white noise signal. 

After comparing the two figures in 6.11 and 6.12, it can be concluded that Short-Time 

Zero Crossing has the ability to distinguish audio clips with the human voices.
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Figure 6.12 Short-Time Zero-Crossing of a noise signal

To be consistent with the assumption of a stationary signal, typically, all the parame­

ters are estimated over a period of approximately 16ms to 32ms. In contrast, 

researchers suggest estimating STZC over a large window to suppress the effect of 

impulsive voice artifacts such as coughs over a shorter period. The above graphs illus­

trate the variations of the respective parameters over the frames of 64ms.

some

6.3.3.4 Voice Activity Detection

For each block of 4096 samples (512ms) received by the classifier agent, the VAD 

algorithm calculates Short-Time Energy (STE) and Short-Time Zero-Crossings 

(STZC) to predict the presence of the human voice. The threshold for STE was exper­

imentally determined to filter signals with the minimum required energy level. Human 

voice generally contains higher short-time energy compared to white noise and 

voiced audio. But voice activity detection based on STE only may introduce false pos­

itives since ambient noise may also contain frames with higher energy. Hence, Short- 

Time Zero-Crossings was also coupled with STE. STZC is low in human voice since 

the human voice has a lower bandwidth compared to white noise. Hence, the threshold 

for STZC was experimentally determined such that audio signals below the threshold 

would contain human voice. Blocks of 4096 samples sent by the preprocessor agent

un-
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Figw e 6.13 Block diagram of the Voice Activity detector

Figure 6.13 shows the algorithm of the voice activity detector. Each 64ms frame that 

does not comply with the above conditions will not proceed forward for the feature 

extraction. They will be labeled as ‘Quiet’ frames. The frames which qualify under the 

above conditions only will proceed forward to the feature extraction phase of the cry 

detection. Although the frames labeled as “Quiet” are discarded, a number of such 

frames detected in the immediate past will be memorized to include them in the final 

vote to decide the output.

Figure 6.14 compares the input and output of the voice activity detector. VAD has 

discarded some frames which are unlikely to have any human voice. Similarly, for 

better visualization purposes, disqualified frames have been replaced with empty 

frames. From the above graphs, it is evident that a significant percentage of the frames 

have been discarded even within a cry signal covering the pauses and idle spikes.

6.3.3.5 Feature Extraction

As the spectral feature vector,
review.The frames filtered by the VAD only will reach to the spectral

MFCC was chosen based on its success highlighted in

the literature
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feature extraction phase. Feature 

input signal is a short-time
extraction is also based on the assumption that the 

stationary signal.
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Figure 6.14 Input and output of the Voice Activity Detector
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Figure 6.15 MFCC vector of the cry signal

Hence, each frame of 64ms will also become the input for the spectral feature extrac- 
number of frames reaching the feature extraction phase has been signif-

tion. But, the
icantly reduced by the voice activity detector. In a resource-limited environment,

realizing real-time processing.

this

filtering has a significant impact on
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Figure 6.16 MFCC vector of the noise signal

6.3.3.6 Cry Detection

Cry detector is responsible for detecting the cry-events. Cry detector analyses the 

MFCC feature vectors and classify each frame as a “Cry” frame or “Noise” frame. 

Since the voice activity detector discarded the frames which less likely to have a hu­

man voice, the cry detector is reached by only a few frames. Hence, relevant data sets 

to train and test the classifier should be built with the feature vectors approved by the 

voice activity detector. Further, due to the inherent sensor noise, the audio signal 

should be recorded from the hardware solution. Direct use of the audio files, and de­

riving the training data sets will ignore the sensor noise, effect of the compensation 

filter and the down-sampling filter. Similarly, training the classifier in a computer and
could introduce problems if the differences of the 

disregarded. As per the suggestions of the ma-
transferring it to the microprocessor

OS environments (32bit/ 64bit) 
jority of fe researcher,, two classifiers were initially selected. Hence, classifiers breed

were
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on Artificial Neural Networks and K Neare 

tally evaluated. st Neighbor algorithm will be experimen-

Although the cry detector classifies the frames of 64ms based on the corresponding 

MFCC feature vector, the cry events have a significantly large time window compared 

to the frame size. Hence, frame-wise cry detection does not solve the problem com­
pletely. Typically, an infant's cry lasts more than a few seconds. Assuming that the
cry-events of less than 5 seconds not significant, the cry detection window wasare
estimated to be approximately 5 seconds. Since the sensor agent produces 512ms
frames, deciding the window to fit multiples of 512ms frames would be easy for 

putations. Hence, the final decision of the window size was 5.12 seconds since it can
com-

absorb 10 frames of 512ms. This further means that the above window can absorb 80 

frames of 64ms. This means that, at maximum, 80 frames will be evaluated by the cry 

detector within this period. But with the use of both voice activity detector and cry 

detector, 80 frames may fall under three categories (Quiet, Noise, and Cry). This win­

dow of 5.12 seconds is a non-overlapping window.

• Quiet frames : discarded by voice activity detector

• Noise frames : approved by voice activity detector but rejected by cry detector

• Cry frames : approved by both voice activity detector and cry detector

label of the audio event over the 5.12 seconds is decided as follows based on the 

majority votes.

The

probability (cry) — a + b + c

b
probability (noise) a + b + c

c
prob ability (cry) a + b + c

51



Where a, b, and c denotes 

respectively. If the 

Cry-event.

the number of ffam
es labeled 

1S more than 50%, the audio
as Quiet, Noise, and Cry, 

event is labeled as a
cry probability i

6.3.3.7 Selection of the Classifi
er for Cry Detection

As per the literature review, the choices fo 

and ANN.
r ^ classifier as the cry detector are KNN

Hence, as the next step, the classifi
. er the best performance in terms of

accuracy and hme complexity should be selected. The dat, sets f„, framing, testing,
an va tdation purposes were constructed from the features extracted from the frames 

selected by the VAD. To compare the classifiers with each other, the accuracy of the
classification was defined as follows

number of correct classification
number of total classifications

accuracy =

Where a correct classification refers to the instances where the predicted class is also 

the actual class.

6.3.3.8 K-Nearest Neighbor algorithm as the cry detector

K-Nearest Neighbor (KNN) algorithm was trained and tested as the cry detection clas­

sifier in the computer first to evaluate its practical use in this scenario. First, Euclidian 

and Manhattan distances were chosen as the similarity measure. Since cry detection is 

a binary classification, the number of neighbors (K) was selected to be an odd number 

winner in the final selection. Refer the Appendix A for source codes.to guarantee a

Table 6.1 shows the aecuraey figures of the KNN algorithm trained with Euclidian and 

Manhattan distances against the number of neighbors <K) selected. In fins experiment, 

all the neighbour were assigned uniform/e,ual weigh,s. It shows that the accurecy of 

the detector decreases when k increase, Accuracy figures have decreased when the 

input dan. is normalized in comparison with the raw input Furiher, neiihe, of euciidim, 

disianee nor mrmharran distance has ctearty outperformed the other.
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Tahle 6.1 A ecura<-y of Km Cty c/elector »'th uniform weights

Neighbors(k) -^yclidianDistance
Raw 

94.592 

94.592 

91.351 

91.351

Manhattan Distance
Normalized
____923SA__

__923SA____

90.545

Raw Normalized1
94.485 93.2443
94.485 93.2445
91.103 90.5347

90.545 91.103 90.5349 90.300 89.669 90.159 89.690
11 90.300 89.669 90.159 89.690
13 89.872 89.335 89.573 89.093
15 89.872 89.335 89.573 89.093
17 89.535 88.745 89.204 88.725
19 89.535 88.745 89.204 88.725

Table 6.2 Accuracy of KNN cty detector weighted with distance

Neighbors(k) Euclidian Distance Manhattan Distance
Not normal- Normalized Not normal- Normalized

1 94.592 92.954 94.485 93.244

3 94.48594.592 92.954 93.244

90.53494.81992.68994.9645
94.795 90.53491.83494.9607

89.69094.89891.47995.0229
89.69094.87490.98694.98111
89.09394.82690.79694.98113
89.09394.78190.45894.96015
88.72594.78890.17294.94717
88.72594.75089.86694.89519

6.2 shows the accuracy figures of the KNN algorithm trained by 

to the closer neighbors than the far away
uracy figures irrespective of the value ot K when the

Similarly, Table 

assigning higher weights 

above, this shows similar acc

. In contrast to the
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features are not normalized. In all th 

duced accuracy. Hence, in cry detection, featur
e above cases, the normalization process has re-

e normalization will be ignored. As the 
assigned weights based on the dis^ce^ ^ reSU‘tS ^ ** neighbors 316
similarity measure, Euclidia

Hence, the best choice of a KNN cl 

trained under the following constraints.

• The number of neighbors (k) should be 9.

. Mel Frequency CepsW Coefficients should be used as flre feature vector.

• Input feature vectors should not be normalized.

• Euclidian distance should be the similarity measure.

Neighbors should be weighted based on the proximity (inverse of distance).

assifier for cry detection would be a classifier

According to the above experimental results, this would yield 95% 

detection.
accuracy m cry

6.3.3.9 Artificial Neural Network as the cry detector

ANN algorithm was evaluated with the training and testing data in the computer to 

evaluate the practical use of it as the cry detector. The ANN classifier was experi­

mented with Sigmoid, ReLU, Identity, and Tanh activation functions and different ar­

chitectures to decide which suits better. Since the weight vectors are initialized ran­
domly at the start, the accuracy of the classifier has a considerable effect on the initial 

values. Hence, each classifier model was trained multiple times and selected the best. 

Table 6.3 and 6.4 summarize the accuracy figures of the ANN classifier with Sigmoid,

Tanh, ReLU, and Identity activity function, 

tained after training each classifier
selecting the best out of 10. Refer the Appendix A for source codes.

Each of the following records was ob-

model 10 times with random initializations and
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Table 6.3 Ac'curacy of ANN cry detector Wi,h sim<>id and Tanh functions
Architecture

Sigmoid (%
Tanh (%)

Raw Normalized 

. 65.91
Raw Normalized0 67.37
67.57 65.1903) 89.28 87.90 90.01 87.96(13,6) 91.00 89.14 90.97 88.58(13,10,6) 90.92 89.53 92.49 89.18(13,10,4) 91.08 88.92 92.09 88.98

(13,10,10,4) 90.61 88.62 92.44 89.55
(13,10,6,4) 89.59 88.99 91.94 89.27
(13,13,10, 6,4) 89.90 89.33 92.59 89.66
(13,13,13,10,4) 89.49 89.97 93.23 89.59
(13,13,13,13,4) 89.48 89.24 93.34 89.79
(13,13,13,13,10,4) 90.42 88.38 93.41 89.95
(13,13,13,13,13,4) 90.65 86.64 93.59 89.56
(13,13,13,13,13,10,4) 89.43 78.07 93.37 89.62

Architectures defined in table 6.3 and 6.4 describe the number of neurons in the hidden 

layers. Since the input feature vector has 13 parameters, the input layer has 13 

Since the cry detector is a binary classifier, the output layer has a single layer. Hence, 

() denotes an ANN with the input layer of 13 neurons and the output layer of 1 

while (13,6) denotes two extra hidden layers of 13 neurons followed by 6

Table 6.4 Accuracy of ANN ay detector with ReLUand identity functions

neurons.

neuron,

neurons.

IdentityLUReArchitecture
NormalizedRawNormalizedRaw

65.9668.0365.9167.710 66.8468.0988.8589.87(13) 67.1768.2689.0891.51(13,6) 67.3768.7289.5692.20(13,10,6) 67.3568.7189.1491-72(13,10,4) 67.3768.3589.4092.23,
13.10,10, 4
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(13,10,6, 4) 9U6

92,27

92,36
92.85

89.60 68.52 67.70(13,13,10, 6, 41
90.16 68.40 67.42(13,13,13,10, 41
89.58 68.35 67.18(13,13,13,13, 41
89.50 69.90 68.06(13,13,13,13,10. 41 92.58 90.08 69.01 68.69

(13,13,13,13,13,41 92.48 89.31 69.37 68.64
(13,13,13,13,13,10. 41 92.37 89.97 69.74 67.79

Comparing the results obtained for each of the above cases, it is clearly evident that 

the identify function does not perform adequately compared to the 

functions. Normalized data also has a performance lag with respect to the original data. 

This phenomenon was visible in the performance analysis of the KNN algorithm too. 

ReLU, Sigmoid, and Tanh functions are performing when the architecture is becoming 

complex. Yet, all of these three functions tend to show a very insignificant improve­

ment of the accuracy against the increasing complexity of the architecture. Hence, it 

can be concluded that the increasing complexity of the architecture does not yield a 

sufficient improvement of the accuracy beyond a certain point (Saturation point).

Hence, the specification of the best choice of the ANN classifier for a cry detector is

• The activation function should be Tanh (Hyperbolic Tan).

other activation

• Features should not be normalized.
• The architecture of the hidden layers should be (13,13,13,10,4).

were discarded because the increasing com-o Higher-order architectures
plexity does not justify the selection of them over the above-selected

architecture due to the very insignificant superiority.

classifiers were trained with early stopping enabled and a
Note that the above ANN 

constant learning rate of 0.0001.
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6.3.3.10 KNN vs. ANN

The above two experiments with KNN 

classifier yields 95% 

were again tested in the hard 

the other. which classifier outperforms

mum KNN

ware platform to evaluate

• ^diction time of KNN per feature

* Prediction time of ANN per feature v 

Given that an audio event of 5.12

vector: 30ms 

ector: 0.1ms

seconds, contains 80 feature vectors, prediction time 

seconds to label 5.12 seconds of data,
is also a critical factor. KNN would take 2.4

while ANN takes only 8ms. Given that KNN 

decide whether the audio event is
consumes 47% of the given time, only

a cry or not.

Irrespective of the marginally superior performance of KNN over ANN, the ANN clas­
sifier was

ANN.
selected as the cry detector due to extensive time complexity compared to

6.3.3.11 Cry Classification

In contrast, to cry detection, cry classification is a multi-class classification. This cat­

egorizes the cause of the cry into one of the three reasons. As proof of concept, the 

training data set was formulated to include the most-likely causes of the cries. These 

include hunger, belly pain, and hunger. The input to the cry classifier is thereasons
frames labeled as cry frames by the cry detector, and the remaining frames with the 

other labels will be ignored here onwards. Hence, the construction of the data sets for

uired to execute the cry detector on top of the audiotraining, testing, and validation req
(tames and filter the (tames with eta labels. Similar to ay detector, KNN and ANN

lect which suits the best in this case.classifiers will be tested for the performance to se

Classifier for Cry Detection
6.3.3.12 Selection of the

Similar to the selection of the cla 

sifier are also the KNN and ANN. Hence,

ssifier for cry detection, the choices for the cry clas- 

out of these two, the classifier with the best
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performance in terms of accur
acy and time

sets for training, testing, and validatio 

extracted from the frames, which w

complexity would be selected. The data 

n Purposes were constructed from the features
ere labeledv i . ^ cry frames by the cry detector. These

fc classifiers wifi, each other. tlT8 ^ l“™
cry frames were produced b

reasons. To compare 
accuracy of the classification was defined as follows

accuracy = ^Z_er °f correct class! fi rati™ 

numbe^f^dd^fi^^
Where a correct classification refers to the i 

the actual class. Compared to the cry detector, the
instances where the predicted class is also 

cry classifier produces three labels.

6.3.3.13 KNN as the Cry Classifier

KNN algorithm was trained and tested as the cry classifier on the computer first to 

evaluate its performance. First, Euclidian and Manhattan distances were chosen as the 

similarity measure. Since cry classification involves three types of output labels, the 

number of neighbors (K) was selected to avoid the multiple of 3 to increase the prob­

ability of having a winner in the final selection. Neighbors were weighted based on the 

distance as one of the test cases, while the other test case covered the uniform weights. 

Refer the Appendix A for source codes.

Euclidian distance with uniform weight and 5 neighbors provides the maximum accu-

racy when the data is not normalized. The normalized data produce slightly lower ac­

curacies compared to the data without normalization. Similarly, all the different con-

similar accuracy figures with slight variations.figurations of KNN guarantee
Table 6.5 Accuracy ofKUN ay classifier with uniform weights

Manhattan DistanceFiir.lidian Distance____
Normalized

77.49

Neighbors(k) NormalizedRaw
Raw

77.7378.40
78.401 77.7378.4077.4978.402 64.9665.8864.2878.404 66.6367.83663)778.625 65.9967.4165.8978.257
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8 78T8 6T9110 64.44
63.30

77.83 63.32
63^411 62.2477,60

77.16
6122 63.7713 62.49
61.73 62.59 60.9314 76.73 60.99 61.57 60.3816 76.44 59.69 61.17 59.6417 75.96 59.89 61.23 59.9719 75.70 59.58 60.66 59.55

Table 6.6 Accuracy o/KNiSI
cry classifier weighted by dislai /(V

Neighbors(k) Euclidian Distant Manhattan Distance
Raw Normalized Raw Normalized

1 78.29 77.49 78.40 77.73
2 78.29 77.49 78.40 77.73
4 78.29 77.49 78.40 77.73
5 78.30 77.67 78.62 77.76
7 77.97 77.86 78.25 77.67

78.18 77.8078.13 77.878
77.9077.8377.9477.6710
77.7777.6077.8077.2711
77.2477.1677.7976.6213
77.4276.7377.8776.3514
77.6376.4477.9376.1016
77.6575.9677.7375.7817
77.5675.7077.6375.1519

KNN algorithm for cry classifier is as follows 

is the Euclidian distance.
Best candidate of the

• The similarity measure
• The number of neighbors is 5.

without normalization.
uniformly-

• Features
• Neighbors were weighted
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6.3.3.14 ANN as a Cry Classifier

Similar to the KNN classifier, the ANN classifi 
classifier on the

the ANN classifier with diffe

er Was a^so trained and tested as the cry 

performance. Different architectures of 

ions were tested with and without

computer first to evaluate its

rent activation functi
data normalization. These classifiers show vari
random initiation. Hence, ai, the ^ “

as the candidate for each category.
e tested 10 times and selected best

7 able 6.7 Accuracy of ANN
CO’ classifier with sigmoid and Tanh fund ions

Architecture Sigmoid ("/o') Tanh(%)
Raw Normalized Raw Normalized

0 34.65 34.44 33.83 34.25
(13) 35.10 35.40 41.56 39.25
(13,6) 35.11 35.08 45.64 43.45
(13,10,6) 34.79 35.22 48.55 45.04
(13,10,4) 34.03 33.82 43.61 47.40

48.4533.71 49.0834.50(13,10,10,4)
47.7350.0334.1834.90(13,10,6,4)
50.0149.6028.8333.75(13,13,10, 6,4)
52.5149.6933.8234.29(13,13,13,10,4)
50.7051.8433.4034.16(13,13,13,13,4)
51.8550.8526.7826.78(13.13.13.13.10.4)

(13.13.13.13.13.4)

(13.13.13.13.13.10.4)

56.0051.5529.3526.96
53.5152.4226.7826.78

ill, Rein and Identity functions
Table 6.8 Accuracy of ANN cry classifier w

Identity (%)Relu (%)Architecture NormalizedRawNormalizedRaw 34.6433.8234.1534.210 39.3035.5941.9245.53 34.5413 34.3245.96.46JJ(13,6)
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(13,10,6)
4942 4X09(13,10,4) 347149.43 34.71

4X95(13,10,10,4) 34.39 34.621020 5079(13,10,6,4) 34.62 34.405025 4X02 34.33(13,13,10,6,4) 34.154021 4X49

48.66
34.49(13,13,13,10, 4) 35.225074
34.54 33.98(13,13,13,13,4) 52.03 51.48 33.79 34.10(13.13.13.13.10.4)

(13.13.13.13.13.4)
50.70 51.88

48.84
34.19 34.11

51,55

52.62
34.99 34.10(13,13,13,13.13.10.4) 47.51 34.08 34.72

ANN classifiers under any of the above test scenarios do not provide the required per­
formance. Yet, it seems to increase the accuracy when the complexity of the architec­

ture increases when the ReLu function is selected as the activation function and fea-

tures are not normalized. Yet, due to increasing the complexity of the architecture, this 

was not further tested since this would not fit the hardware platform.

Note that the above ANN classifiers were trained with early stopping enabled and a 

constant learning rate of 0.0001.

6.3.4 KNN Vs. ANN

Due to the absence of a competitive ANN classifier, the KNN classifier was selected 

as the cry classifier.

6.3.5 Auditor agent
uditing the different agents which detect different 

large covering different types of anoma- 
ention from the caregivers

The auditor agent is responsible for a

types of anomalies. When the system grows
d higher priority and quick att

that the device is monitoring the infant vitalslies, some anomalies may nee 

compared to others. For example, assum 

(heart rate, temperature, and oxygen
. These events are mon- 

are unknown to
saturation) and cry-events

anomalies in each parameter
and hence,itored independent agents,
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each other. But the system should not pi 

mal heart rate is si

above scenarios differently. Hence, tlie auditor 

anomalies are to be notified and in whi

ry-event when an abnor-
system since parents respond to the

agent is introduced to decide which
>ch order they should be h 

who audit all the financial re andled. This simulatesthe financial auditors
cords to provide their recommenda-

monitoring multiple parameters of infant ^ ^ ^

classification, the auditor recei

tions. The importance of the audit
em grows larger, 

• Within the scope of cry detection and
wes messages from the classifier agent and the manageragent only.

6.3.6 Network agent

The network agent holds the responsibility of sending messages and notifications to 

the caregivers through the server. These messages are generated by the auditor agent, 

and under some special conditions when the system grows large, few more agents may 

also contribute to the content generation for notifications. Within the scope of the cry 

classification, the network agent is included in the system to build the complete system 

but not fully implemented since the objectives of this research do not cover the imple­

mentation of the network agent. In a real use case, the network agent holds the follow­

ing responsibilities.

. Device authentication and authorization. Market ready devices are required to
a security feature ofimplement the device authentication and authorization as

This restricts the use of the backend system by unauthorized devices
the device.
and manipulating the data records.

. Device logs and statistic, In hardware device, it is . gene,a, practice to wnte
te device logs from time to time, depending on the con- 

in developing statistical figums of different use-cases 

and upgrades required in the next

the firmware to genera 

ditions it hits. It helps i 

and bugs etc. an 

versions.
• Device configurations, 

through the

d identifying new updates

figure the devices based on their prefer- 
the device shouldUsers may con 

mobile application.
When it happens,

ences
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reflect the changes in hardware i

should receive the user eonflgUrations

* Firmware updates. From time to ti

updates due to algorithm ' __
system with new features In fi ? bUg flXmg’ and uPgrad>ng the

the firmware is to be updated autoll^^" ’h' °f the us"s’ 

torn dre network downioad rbe uew

ln real-time. To achieve this network agent

devel°pers may require to release firm-ware

cor-

. Remote debugging/troubleshooting. Users 

tions about the devices
may complain about the malfunc- 

metimes. In such events, access to the hardware de- 
vice remotely may help the technical support team to resolve the pmbl 

Remote Secure shell (SSH) connection with proper security
ems.

measures to re­
strict unauthorized access to the system, can help to investigate and resolve the

problem.

6.3.7 Manager agent

Typically, multi-agent systems platforms are built with the features of life cycle 

agement. In this research, existing multi-agent platforms are not chosen due to the 

limitations in hardware resources. Therefore an implementation of a basic multi-agent

system was

man-

preferred using python processes, queues, and pipes. Hence, the “man- 

introduced to the system to manage the life cycles of the other agents.ager” agent was
This holds the responsibility of monitoring the slates of the other agents and initializing

killed by the system due to reasons like exceptions. This agent 
second to detect any abnormalities. Upon

the agents which were 

monitors the states of the other agents twice a 
detection of any agent died due to any exeeption, the manager agent will reinitialize

the dead agent to minimize the effect.

6.4 Summary

This chapter covered the scopes 
rithms in detail. This chapter further explame

design, and algo-
d conditions that governed

selection, firmware 

ined the terms an
of hardware
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the decisions each phase. Hardware 

requirements for audio processin
selection had to

compromise between the resource

eturing cost. The main fr
8 and the

0f the firmware design was to achievi 

source over-utilization. H

overall manufa
ocusmg real'time audio

Processing by avoiding re­
gent System (MAS) based fi

flexibility of updatin

ence, Multi-A 
was preferred since it also provided the

ware with a minimal effect on the othe

-irmware design 

g and upgrading the firm-
r components. Next, this chapter discussed noise 

e extraction, cry detection, and cry classify- 

s. It further explained the

filtering, voice activity detection, featur 

tion in detail under the algorithm
choice of each algorithm 

complexity in prediction. Noise
was based on both the accuracy and computational 
filtering deals with the preprocessing of the signal 

activity detector filters the audio events with the human
suppressing the noise while voice

voice. Similarly, the cry de- 
.ection classifier filters the cy-events iron, the non-my-evenB. The voice activity de-

tector and cry detector play a critical role in reducing the computation complexity. As

the final step, the cry classifier would be executed upon the reception of the cry frames

from the cry detector. This finally produces results indicating when and why the infant

is crying.
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7 EVALUATION OF THE system

7,1 Introduction

Chapter 6 described the implementation Qfthe
scope of the implementation, different clas f Pr°P°Sed solutlon in detail. Within the 

sifier suits best at which position. The scope IfT^ ^ ^ ^ daS'

, °"y ,he st of ea;h mod“"-solution as . single unit. To evaluate the soluhon, fte „ conditions are 

As the next step, the author will explain the test 
results will follow to conclude this chapter.

setup. Finally, the analysis of the test

7.2 Test Scenarios

The proposed solution was tested under different scenarios, which are likely to occur 
in normal operational conditions. The proposed solution should perform cry detection 

and classification accurately when the input audio feed includes the following audio

activities.

• Infant cries

• Infant laughs

• Adult voices

• Lullabies/white noise

• Multimedia devices

• Quiet environment

7,3 Test Setup
hardware device is kept on a table in a room 

audio player. This is to simulate the typical placement o

separation of 3m from the 

fa baby monitor in domestic
with a

si



use. Then the computer played diff, 

culate the accuracy in each test

cry classifier separately.

scenario i
evaluate the accuracy of cry detection were collected to

7.4 Definitions of the Evaluation P

The following standard paramet
a ra meters

ers Were estimated
posed solution to evaluate the performanc according to the context of the pro-

e of the solution.

7.4.1 True Positives (TP)

True positives are defined as the correct classifications of members of class A as mem­

bers of class A. In this context, with respect to cry signals, the true positives (TP) 
the classifications of cries as cries.

are

7.4.2 True Negatives (TN)

True negatives are defined as the correct classifications of non-members of class A as 

non-members of class A. In this context, with respect to cry signals, the true negatives 

(TP) are the classifications of noise as noise.

7.4.3 False Positives (FP)
defined as the incorrect classifications of non-memben, of class A 

, with respect to cry signals, the false positives
False positives are
as members of class A. In this context 
(FP) are the classifications of noise as cries.

7.4.4 False Negatives (FN) of members of class A as
ignals, the false negatives

incorrect classifications

> with respect to cry s 

s noise.

False negatives are defined as the 

non-members of class A. In this conte

(FN) are the classifications of cries
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7.4.5 Precision

precision has been defined as the 

lives.
ra,io'»etnKpositi

lves to the total predicted posi-

Precision =
TP + fp

This estimates the probability of the

results.
system to be correct when it is predicting positive

7.4.6 Specificity

Specificity has been defined as the ratio of the true 

tives.
negative to the total actual nega-

TN
specificity =

TN + FP

This estimates the probability of the system detecting negatives as negatives correctly.

7.4.7 Sensitivity

Sensitivity has been defined as the ratio of the true positives to the total actual posi­

tives.
TP

sensitivity = TP + FN

detecting the positives as positives.
This estimates the probability of the system

7.4.8 FI Measure

Fl measure provides a meaning to 
between the above scores. Fl is a weighted value

between 0 and 1.

since it forms the balance 

defined as follows to have a range
the above parameters

67



F1 measure = l^ecision 

PrecisU) 'Wtivity 
n + sen^th^T

7 5 performance of the Cry Detector

The test setup for the cry detecto
r tests the performan

ce of both the voice activity de- 
should also give an overview

lector and the cry detector. These results
of the success

Noise, and Cry. This « produces °'"PUB

ing the cry detecting classifier. The quiet label i

of the cry detector in different conditions. Thi
called

s only after consult-
is produced without any involvement 

of the cry detector. Hence the percentage of each label ei
gives an approximation about

the use of the classifier.

Table 7 ■1 °utPut of the ciy detector under various test scenarios

Audio event Quiet (%) Noise (%) Cry(%)
Quiet 216 1 0
Noise 8 205 7
Music 0 252 4

23200Laugh (baby)
22220Adult(male)
22000Adult(female)
372550Adult(stammer)
20552Cr,

detector under different test scenarios.
fable 7.1 summaries the test results of the cry

Table 7.2 Accuracy of the cry detector
under various test scenarios

Cry (%)Noise (%)miet (%Audio event 0.000.4699.54
Quiet_______ _

Noise/Lullabies

3.1893J83.64 1.5698.44
0.00 0.62Music 9938o.oo 0.89Laugh (bab’ 

Adultfmale
99J10.00
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Adult(female)
0.00

99,01A dult( stammer) 0.990.38
8^55Cry 14.070.94
2.36 96.69

Table 7.2 shows the accuracy as a percenta 

The above results confirm that the combinatio 

classifies the noise with an accuracy above 96»/ 
mer. The reason behind the low accuracy for stLmT W 7T b^ ^
pauses present in the voice. The success rate of cry ^ ^

yond the threshold set at the beginning.

ge based on the results shown in tabl
e 7.1.

n of the cry detector and voice detector

, which is be-

Summary of the cry detector evaluation is as follows:

• True Negatives (noise detecting as noise) :

• True Positives (cry detecting as cry)

• False negatives (cry detecting as noise)

• False positives (noise detecting as cry)

• Overall accuracy

96.83%
96.69%
3.31%

3.16%
96.76%

7.6 Performance of the Cry Classifier

The evaluation of the cry classifier was based on the cry audio files played by the audio
player in the vicinity. Since the cry classifier is getting activated if and only tf the cry
detector detects a cry, these test results are dependent on the perfonuance of the cry

detector as well. This test evaluates the accuracy figures of ry
that the classification of the noise as cry-events were

conditional probabilities of successful cry

classifications of

the actual cry-events. This means
this evaluates thenot considered. Hence, 

classifications, given that cry
is already detected.
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Table 7.3 Confusion
mU,ri* for cyfrantecl°ssi/icalio„

Iglly PainEvents
Hun:

BeUyPain 1887 Tiredness115
220528Hungry

Tiredness
2680 248480
529

1551

Table 7.4 Performance
evaluation of cry frame classification

Belly Pain (%)Events

Precision
Hungry Tiredness

65.18 76.05 76.20
Specificity 83.25 83.06 92.04
Sensitivity 77.91 77.55 60.59

70.98FI measure 76.79 67.66

Table 7.3 shows the results obtained when the frame-wise performance of the cry clas­

sifier was evaluated. These statistics summarized the behavior of the classifier when 

cry frames were fed. The evaluation scores calculated based on the results are shown 

in Table 7.4

Classification of the Frames of Cries Due to Belly Pam7.6.1
cries shows a comparatively low score. Yet, m com- 

ion accuracies in the literature reviews, this is an 

of 65.18% for the baby to have

The precision of the belly pain

parison with the average classification

average score. This suggests that to * * *££ ^ a ^ good abi% * ,*

of 83.25%. Thebelly pain when the system predicts so. 

out belly pains when it is not. This is in
indicated by the specificity score

itive to belly pains. The FI meas-
solution is sens

highlighting low precision.
sensitivity of 77.91% shows that the

ure gives a fairly average value
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7.6.2 Classification of the F
.. „ ”eso,Crt«t>„et0Ho

The precision of the hungry cries shows a g d

iS 3 6°°d Pr0babi,i,y °f'W-05H for IrCLT K °f 76 °5%- ™S “W* •>». 
*° so. Similarly, this has a fairly good ^ J ° * h“ro when the system p«.

is indicated by the specificity score of 83.06o/o TJ * °Ut hUnger When il» not. This

the solution is sensitive to hunger, as well. The SenSlt'Vity °f76J9% shows that

since both sensitivity and precision have good sco 81VCS 3 fairly good score

nger

7.6.3 Classification of the Fram of Cries Due to Tiredness

tte precision of the tiredness shows a good score of 76 20% Thi

,s a good probability of 76.20-/. for ihe bab, be bred when die syslem predict: so 

Similarly, this has a veiy good ability rule out tiredness when it is not. This is indi- 

cated by the specificity score of 92.04%. The sensitivity of 60.59% shows that the 

solution is not sensitive to tiredness, although it has a higher probability of being 

rect when it predicts. The FI measure gives a fairly average score since the sensitivity

es

cor-

is low, though the precision has a good score.

Table 7.5 Confusion matrix for cry-event classification

TirednessHungryBelly PainEvents
07244Belly Pain
11148Hungry
992889Tiredness

evaluation of cry-event classification
Table 7.6 Performance

Tiredness
HunjRp.llv Pain (%1Events 99.00
76.5171.55Precision 99.73
92J171.39-Specificity 

-Sensitivity 

_Fl measure

45.83
9T68

97.21 62.69
83.82

82.43
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Table 7.5 shows the results obtained 

sifier was evaluated. These statistics 

cry frames were fed. The evaluatio 

in Table 7.6

when the event-wise perform
summarized the behavi 

n ^ores calculated b

of the cry clas- 
10r ofthe classifier when 

used on the results are shown

7.6.4 Classification of the Events of Belly Pai

The precision of the belly pain cries shows
m Cries

that there is a probability of 71.55% for the baby to ha Y ^ ^ ^SU886StS 

predicts so. Similarly, this also has a fairly good ability to nil 

is not as well. This is indicated by the specificity score of 71.39 %. The sensitivity of 

97.21% shows that the solution is very sensitive to belly pains. The FI measure pro-

ve belly pain when the system
e out belly pains when it

duces a fairly good value due to comparatively good scores of precision and sensitiv­
ity.

7.6.5 Classification of the Events of Hungry Cries

The precision of the hungry cries shows a comparatively good score. This suggests
that there is a high probability of 76.51% for the baby to be hungry when the system 

Additionally, this has a very good ability to rule out hunger when it is not.
of 92.51%. The sensitivity of 92.68% shows 

as well. The FI measure gives a fairly

predicts so.
This is indicated by the specificity score 

that the solution is very sensitive to hunger, 
good score since both sensitivity and precision have good scores.

f Tiredness Cries
7.6.6 Classification of the Events o

d score of 99-0%- This su8Sests ^
The precision of the tiredness shows a goo ^ ^ system predicts

f 99.0% f°r t0
ability to rule o
f 92.04%. The 

, although it has

it is not. This isis a very high probability o 

so. Similarly, this has a very good
ut tiredness when 

sensitivity of 60.59% shows that the 

higher probability of beingindicated by the specificity score o
to tirednesssolution is not sensitive
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correct when it predicts. The Fl 

tivity is low’ although the precision h
measure pigives a fairly averag 

score.

er is estimated 

e objectives based

e score since the sensi-38 a good
overall accuracy of the cry classifier i 

jbreshold of 70% defined as one of th to be 77.46%, and it exceeds the 

’ on the literature review.

7/7 Summary

This chapter evaluated the performan 

outputs the solution should provide. Thi 

first and found out that the overall perform

ce of the system in terms of the two types of
S 'Val"a,ed “» Performance ofrhe or, derecro,

. , , , . once of the combination of the voice activity
detector and cry detector ,, good. Next, the author evaluated the ft

manat of the cry classifier. It showed that the performance of the
tired babies is comparatively low. Finally, the

ame-wise perfor-
system in detecting 

event-wise performance of the cry clas­
sifier was evaluated, and it also showed similar performance lag in detecting tired­
ness. Overall other probable causes were detected well. Finally, it was concluded that

the performance of the system exceeds the minimum requirements defined as the ob­
jectives
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CONCLUSION AND FUTURE8 Work

Introduction

Chapter 7 discussed the performance of the 

multiple scenarios. It was concluded that the overall perform 

very g°od’ md CTy ^ossification shows fairly eood „ J ^ 

thor discusses the limitations of the system and 0mianCe'In Chapter 8’the au' 
ments. With that, the author concludes the literature" rel‘,ed “,h<! '

8.1

system after evaluating the solution under

ance of cry detection is

8.2 Conclusion

With the evaluation of the overall system, it can be concluded that the overall perfor­

mance of cry detection has exceeded the threshold defined in the objectives. This 

showed accuracy figures of more than 96%, where the threshold based on the literature 

review and practical use case was set to be 95%. Similarly, the cry classifier also ex­
ceeded the expected threshold, recording 77% of accuracy. This research was con­
ducted as a proof of concept to evaluate the feasibility of real-time audio processing in 

the hardware platform. Execution of the system and observing results in real-time 

proved the hypothesis that the firmware design based on the multi-agent concept can 

provide the required level of performance. This also proved that these hardware de- 

vices could support Al-based approaches to feed more intellig

83 Limitation and Related Future Works

During the implementation of the proposed soluuon and the 

issues were identified. Further, rite auto believes that these 

the future as an extension of this researc

evaluation, the following 

issues can be resolved in
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g 3.1 Low Accuracy in Cry Cl
assification for S

classification of the cry signals showed some l0w 

ness as the most likely cause of cry. Xhe literatu 

cry detection showed the accuracies above 90»/o 

hard problem. So, the author believes that there i 

cry classification.

0lne Classes

CUraCy flgures ® Predicting tired- 
re review also proved that 

Cfy classification has
even though 

proven to be a 
Cre 1S 3 Space for improvements for the

8.3.2 Validation of the Cry Source

The current design does not validate the source of the 

whether the cry sound is coming from
cry. The system does not know 

an actual infant or any audio player. Similarly, 
as a baby monitor, it doesn’t know the baby who is detected to be cry is the designated 

subject for monitoring. For example, in an environment where multiple babies are be­

ing monitored simultaneously using multiple babies, one baby can trigger all the baby 

monitors. The author firmly believes that this problem can be solved using the data

observed by the wearables in the baby monitors. These wearables measure the motion 

and other biological parameters. These parameters tend to differ when the infants are 

in motion. Hence, this can be used to validate the cry since cries are generally associ­

ated with feet movements. Vital parameters and motion patterns might differ from one 

cause to another. Hence, this approach might help in improving the accuracy of detec-

tion and classification of the cry as well.

Multi-Agent Platform for Embedded Systems

development platform for embedded sys-
its worth

8.3.3 Unavailability of a

Unavailability of a light-weight Multi-age 

terns was noticed at the implementation of 

in different aspects. Further, since the firmware of the p P 

borrowing the concepts of MAS, the author b 

portance in embedded developments a

lution. Yet, this has proven
sed solution was designed

that MAS has a unique im-
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APPENDIX A: Source Codes

The Preprocessor Agent

import os 
import sys 
import mraap 
import p^uss 
import numpy as np

import Queue as queue_except

from multiprocessing import Process,
from scipy.signal import firwin2, lfilte
import wave resample

class AudioRecord(Process) :

def _init__(self, queue)
super(AudioRecord, self).__init ()
se^-__exit_audio_record - False
self.__frame_size - 32768
self.__queue

:

“ queue

@staticmethod

def __configure_pins():
os.system(' sudo sh Audio/Rccord/Conf ig/conf ig^pins. sh.}

§staticmethod 
def __map_memory():

memory_address » pypruss.ddr_addr()
memoryJLength - pypruss.ddr_size() 
host_mersory - pypruss.raap_extmem()

data - np.array([mereory_address, memory_length], dtype-np.uint32)
pypruss.pru_write_memory(l, 0, data)

return [memory_address, meniory_length, hostjnemory]

def run(self):

self.__configure_pins()

pypruss.init() 
pypruss.open(l)

pypruss.pruintc_init()

address - self.__map_raemory()

pypruss.exec_prograra(l, ‘Audio/Record/Config/cic_prul.bin )

first_half - True

h - self.__get_compensation_filter()

np. zeros (self.—freme_slze, «ype-np
.float32)

last_frame -

- 1000.0signal_factor 
padding_window_size ■ l000

while True:
.wait„for_event(l)
clear_event(l, pypruss

.PRUMRH.INTERRUPT)pypruss
pypruss.
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if first_half:
raw_u32 - np.froni5uffer(ddr 
first_half - False ^dress [l]

1 21> dtype*nP.uint32)else:

raw_u32 - np.fronibuffer(ddr
first_half - True _rae«[address[i]

1 2:1> dtype-nP-uint32)

frane - 
frame - frane.

np.copy(raw_u32)
astype(np.fioat32)

coo.frsne - np.conca«nat(,((last_f 
last_frane[:] - frane " L Padding_wlndcnv

-Size:]j frame))

filtered_frarce - lfilter(hJ 1, con_frane)

filtered_frace = filtered_frame[paddin
filtered_frame - filtered_frame - 
filtered frane *

g_window_size:]

filtered_frarne - 
try:

resample(filtered_frarae,

self._queue.put_nowaiT(filtered_frame)
except queue_except.FULL: 

pass|

self._frame_size/8)

ddr_mera.close()

gstaticroethod
def __get_corapensation_filxer():

ep$ - sys.float_info.epsilon

H - 4 
M - 1 
R - 16

Fs - 64e00
f - np.linspace(0, 1.0, Fs/2)

hf - (np.sin(np.pi * M * f) / (np.sin(np.pi * f / R) + eps)) " (2 * N) 
hf - hf[1:]
hf_db - 10 * np.logl0(np.abs(hf)) 
hf_db - hf_db - np.raax(hf_db)

hf - 10 ” (hf_db / 10-0) 
gf - 1.0 / hf 
Fc - 8000

L_fc - int(Fc/2.0) 
gf[L_fc:] - 0

gf - np.concatenate((np.array([0])> 8*))

n - 20
h » firwin2(n, f, gf)

return h
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Selection of The Best KNN
Classifi,er for C^ detectionfron research.researchknn irsport

i/sport os
R«searChKltfj

.main__■;if __name.

trainjfile - 'train_detector‘ 
test_file - 'tcst_detector'

- 2

- range(1,20)

' tr°trtng data set

* testi"9 data set

°f cl-osses
* choices of k

classes
neighbors " number

weights - ['uniform', ' 
revalues - [1, 2] 
normalize - [False,True]

distance']
* »e,5urrs

corresPanding
for Minkouski dis tance

$ create di lories to save
if not os.path.exists('architect 

os.rakdir('architecture')

classifiers
ure'):

and I

if not os.path.exists( 
os.ra

’architectupe\\claSSificrs ■
kdir('architecture\\classific ):

r3')

path - 'architecture'

for weight in weights:
for r_value in r_values: 

distance - ’Manhattan' if r_value — 1 else 'euclidean'

filename - ’{0>\\{1}_{2> 
output_f ile - open (filename, '«')

.CSV' .fornat(path, weight, distance)

for k in neighbors:
if k % classes -• 0: 

continue

- ' architecturc\\classificrs\\detector_{0}_{l}_{2}_r .pickle' .format(weight, distance, k) 
summary, accuracy_l, time_taken_l - ResearchKHN.train_knn_classifier(train_file-train_file,

test_file-test_file,
classifier_name-save_as,
train-True,
nonnalize-False,
neighbors-k,
r-r_value,
weights-weight)

save_as

- 'architectUro\\clas5ifiers\\detector_{0)_{l)_{2)_n.pickle'  .format(weight, distance, k)

summary, accuracy_2, time_taken_2
save as

- ResearchKNN. train Jcnn_dassifier(train_file-train_f  ile,
test_file-test_file.
classifier_nanse-save_as,
train-True,
nornalize-True,
neighbors-k,
r-r_value,
weights-weight)

■. format(k,accuracy_l,accuracy_2)

.format(result))
'{0>,{l:.5f>,{2i.5f>result - 

output_file.write(’{0}\n' 
output_file.flush()
print result 

output_file.close()
os.systera(Mshutdown /s /t 1")

shutdown# finally
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Selection of The Best ANN Clas,lfl
*r,°'C^Delectionimport os

from research.researchann irsport Rese
archAlllj

n c normalized 
r ■ raw/not normalized

marker - \n 
if__name__ ■ ....... <®Ui>main_ :

An’
train_file - ,train_classifiCr■ 
test_file test_classifier1

instances - 10
functions - ['identity', 
models

rclu',’logistic’ 'tanh1]
6), (13, 10, 4), (13, 10, 10, 4), 

13, 13, 10, 4),(13, 13, 13, 13,
13, 13, 4),(13, 13, 13, 13, 13, 10, 4)]

- [(), 13, (13, 6), (13, 10, 
(13, 13, 10, 6, 4),(13 
(13, 13, 13, (13' 10, 6, 4), 

4)'<13* 13, 13, 13, 1®, 4),
for function in functions:

if not os.path.exists('architecture’):
OS.mkdir('architecture')

if not os. path.exists (’ architecturo\\{0}' .format(function))
OS.mkdir( ’ architecturc\\{0}' .fornat(function))

for iteration in range(l, instances + 1):

path - architecture\\{0}\\iteration_{l}'. format (function, iteration) 
if not os.path.exists(path)• 

os.mkdir(path)

:

:

output_file - open('{0}Wodel_{l) .format(path,function),'a')• CSV

print marker.format(function,iteration)

print marker.fornat(function,iteration)

for model in models:
"run a new instance without data normalization” 
save_as - '{0}\\detector_r_{l).pickle'.fornat(path, model)
summary, accuracy_l, time_taken_l - ResearchANN.train_ann_classifier(train_file-train_file,

test_file-test_file, 
class ifier_narae-save_as, 
train-True, 
norraalire-False, 
model-model, 
activation-function)

"run a new instance with data normalization" 
save_as - '{0}\\dotector_n_{l}.pickle' .format(path, model) 
summary, accuracy_2, tlme_taken_2 - ResearchAWN.train_ann_classifier(train_file-train_flle,

test_flle-test_file,
classifier_name-save_as,
train-True,
norraallze-True,
model-model,
activation-function)

accuracy_2)■ .format(model, accuracy..!,■{0>,(l:.5f),{2J.5f}result -
'.format(result))output_flie.write(*{0}\n 

print result 
output_flie.flush() 
output_flie.close() etasc rhe fi

shutdowntt finallyos.systera(‘,5hutdown /* /t 1”)

82



Cry Classifier

import json 
import pickle 
import nurapy as np 
from scipy import stats
from math import ceil, log 
from Utils.util import Util 
from Utils.logs import Logs 
from multiprocessing import Process 
from python_speech_features import rafcc 
from Audio.Analysis.Features.ZeroCr 
from Audio.Analysis.Features.

°ssing import
ShortTireeEnergy ZeroCrossin^ 

import ShortTimeEnergy
class CryOetection(Process):

__PROCESSING_IHTERVAL - 10
__STZC_THRESHOLD 
__STE_THRESHOLD 
_SAMPLE_FREQUEHCY
__WINDOW JtfIDTH
__N0ISE_PR0BABILITY

- 10

- 0.05
- soee 
■ 512
- 1

def __init__(self, queue)

super(CryDetection, self).__init_()
self.__queue
self.__log

* queue
• Logs()

def run(self):
detector_labels ■ ['cry', 'noise', 'quiet']
classifier_labels - ['bclly_pain', 'hungry'. 'tired']

with open( 'Resources/Classifiers/cry_detector.pickle' 
cry_detector - pickle.load(rcodel_file)

'rb') as nodel_file:

with open( 'Rosources/Classificrs/cry_classifier.pickle’, 'rb') as model_file: 
cry_classifier - pickle.load(model_file)

frane_index - 0 
segment 
classes

■ np.array([], dtype-np.floatB2) 
n detector_labels[0:-1]

window_len *> 0.064 
window_step - window_len 
fft_length = int(2 ** ceil(log(window_len“self.__SAMPLE_FREQUEHCY, 2)))

int((4096-CryDetection._PROCESSING_INTERVAL)/(self.__SAHPLE_FREQUEHCY-window^len))

rrin seconds 
itin seconds

frames_per_iteration -

noise_frames - 0

cry_records - [0,0,9] 
vad_records *> [0,0,0]

iteration - 0 
while True: 

try:
- self.__queue.get()frame

-1 -range(0; t?; SlrTSS'sub_frame - frame[i . i + —
- ZeroCrossing.extract(sub_frane)

ShortT ime Energy. extract(sub_fname)
zeros 
energy -

if zeros <- self._STZC_TH«£SHOLD
.concatenate((segment,

.. int(len(suB_frame)/50H

self *_STE_ZHR£SHOLD:
and energy >" 

sub^fname))
segment - np

WlNOOtCWlOm)else:
noise_fnar.es /•: 5

■

*
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frarae_index +- l

if frame.index - CryOetection.
-^0CESSIfl6jHTERVAL:

if len(segment) >- 2«self 
start
features ■

—S^LE_PRequE„cy:
- Util. get_epoch()

B^cc(segment, self. SAMPiF rDt.
Wlnst®P-wlrdow_!t,Pj „ff-.f2gj"CY' ■-
highfreq-4080) ~ ength>

wlnlen-window_len,

reduced_features - [] 
for feature in features: 

vector - feature 
vector - feature /
reduced_features.

np.sura(vector)
append(vector)

features 
predictions 
annotation_count 
annotation_count[ -1 ] - noise_fraises

■ nP.array(reduced_features)

■ cry^detector.predict(features)
- [0]*len(classes)

i - 0
cry_features - []
for prediction in predictions:

annotation_count[prediction] +« l
if prediction — 0:

cry_features.append(features [ i))
i +- 1

vad_output - annotation_count.index(max(annotation_count)) 
probability » float(max(annotation_count))/sum(annotation_count) 
time_taken - Util.tiree_elapsed(start) 
cry_category- detector_labels[vad_output]

vad_records[vad_output] +* 1

if vad_output — 0:
cry_predictions - cry_classifier.predict(cry_features) 

stats .irode(cry_predictions)[0][0]
- classifier_label5[cry_output]

+- 1

cry_output 
cry_category 
cry_records[cry_output]

else:
- 0tirce_taken 

probability 
vad_output
vad_records[vad_output] +- 1
cry_category

- float(noise_fraces)/fraites_per_iteration

labels.index(*quiet’)» detector_.

» ’quiet1

4- 1iteration 
fraree_index 
noise_frarr.es 
segment

- 0

- 0 .float32)
.array([], dtype-np- np

cry_category,
probability•»
tiiae^aken,

self -—8et-

.dumps({’category’
bability’report ■ json

1 pro 
•tin-aTaken’

cords)})
retor^«^«ord!'Cry-re

’records’
at(report)■.formration),print1(0:03d)1.format(ite 4

:

■
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except Exception as ex:
self.__log.e(‘Exception’,ex)

gstatiemethod
def __get_record(vad_records, cry_records):

return {
■cry’

'bellyPain' : cry_records[0], 
’hungry’ : cry_records[l], 

cry_records[2]'tired'

h
■noise': {

•cry'
'noise' : vad_records[l], 
•quiet' : vad_records[2]

: vad_records[0],

>
>
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