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Abstract

In urban cities, traffic management of intersections is a substantially challenging prob-
lem. In appropriate traffic control leads to waste of fuel, time, and productivity of
nations. Though the traffic signals are used to control traffic, it often causes problems
due to the pre-programmed timing being not appropriate for the actual traffic intensity
at the intersection. Traffic intensity determination based on statistical methods only
gives the average intensities expected at any given time. However, to control traffic
effectively, the knowledge of real-time traffic intensity is a must-have. In this project,
vision-based technology and artificial intelligence (AI) are used to estimate traffic in
real-time and control the traffic in order to reduce the traffic congestion. General
-purpose electronic hardware has been used for in-situ image processing based on edge-
detection methods. A Neural Network (NN) was trained to infer traffic intensity in each
image in real-time using a scale of 1(very low) to 5 (very high). A Trained AI unit,
which takes approximately 4 seconds to process each image and estimate traffic inten-
sity was tested on the road where it recorded a 90% acceptance rate. In order to control
the traffic, a ratio-based method and a reinforcement learning (RL)-based method was
used. The performance of these methods are compared with a pre-programmed traffic
controller.

Keywords-traffic sensing, traffic control, neural network, reinforcement learn-
ing
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Chapter 1

INTRODUCTION

In most parts of the world, particularly in urban cities, vehicular traffic in-

creases steadily because of the increase in population, lack of effective traffic

management systems, careless driving styles, unplanned urban cities, etc. Since

the past few decades, governments, scientists, and researchers have been focusing

on different kinds of traffic management and control systems. However, traffic

congestion is a main problem for urban cities all over the world [1].

Despite the constant development and technology introduction traffic man-

agement and control has not been able to cope up with the increasing traffic.

Inappropriate traffic control at intersections has been found increasingly frequent

in urban cities in the developing world where variation of traffic intensity is large

and difficult to be modelled statistically. As a result of inappropriate signal con-

trol, the average speed of vehicles drops leading to huge losses in fuel and waste

of time [2]. Also it can lead to drivers becoming frustrated and engaging in road

rage. Consequently, such countries will have to face issues such as urban air

pollution, health issues, and long term effects on the economy and overall devel-

opment. In this view, effective traffic control has become one of the critical issues

for those countries.

During the last decade, technologies including vision-based methods have been

introduced to sense traffic and learning-based methods to control traffic [3]. Vi-

sion -based systems could be very effective because they could provide real time

traffic information, which is key to effective traffic control. In fact, the major
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reason for inappropriate traffic control at intersections is the pre-programmed

static timing, which opens and closes the lanes without knowing the actual traffic

situation at that moment.

In this project, we focus on sensing and controlling the traffic in an isolated

two way intersection. What is being implemented in traffic signal control at

intersections is a static time schedule, which is in effect for a certain period of the

day. For other times of the day, there are other schedules, which are all static and

customized to different times of the day. The approach in this method is to break

the day into a number of time slots based on traffic flow variation during the day

assuming that the traffic flow remains unchanged within such periods [4]. This

assumption is often found incorrect. Yet due to the absence of a better solution,

it is being practiced despite its inherent imperfections. The researchers mainly

focus on the two aspects of traffic management and control as mentioned below.

• Traffic sensing

• Traffic controlling

Most of the research papers are written focusing on these two aspects. Ac-

cording to that, we have divided our project into these two aspects.

Before Emerging vision-based methods were used for traffic sensing, traffic was

detected using loop detectors [5]- [6], which are designed combining analog and

digital circuits. In some researches, Global Positioning System (GPS) data [7] is

used to analyse queue length and control delays. Also, in some cases, they have

used a sensor network to detect vehicles [8].

After researchers move to vision-based methods, they have introduced different

kinds of technologies to sense and control traffic. The you-only-look-once (YOLO)

[9] detectors are used to count the number of vehicles because accuracy of the

YOLO detector is very high. However, it is computationally as well as cost-wise a
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very expensive algorithm [10]. Also there are several robust algorithms [11] that

have been introduced to count vehicles.

One objective of this research is to devise a method to estimate accurate traffic

intensity in real time. It is not expected to have the millisecond level real time

execution because comparatively phase time is large. Traffic images taken using a

general-purpose miniature camera are processed in-situ on general -purpose elec-

tronic hardware that runs artificial intelligence inside to estimate traffic intensity

with reasonable accuracy in real time. The AI entity used in this research is a

neural network (NN). Traffic intensity is estimated based on edge-detection and

supervised learning of the NN using a set of annotated traffic images. Major

attention was given to the accuracy of traffic intensity estimate and the time

taken to derive that estimate. All the technologies used in this project should be

implemented in low cost. Because for single intersection, at least there should be

4 units and for long run we need to develop more units. It a major objective to

make the traffic sensing unit financially affordable for mass scale production and

deployment on roads. In order to minimize the cost, we had to stop increasing

accuracy and decreasing execution time at the explained level.

Considering the second aspect, which is controlling the traffic, at the very be-

ginning researchers had been trying to develop mathematical models [12], [13]

and [14] for traffic control systems. However, with the development of machine

learning and AI algorithms, researchers used those theories to build traffic con-

trollers. After that, they used supervised learning models [15] such as conven-

tional neural networks, deep neural etc. At the present, researchers use unsuper-

vised learning methods such as reinforcement learning [16], [17].

In this research, we have implemented and simulated two types of controllers

to control the traffic in an isolated two way junction. Each controller is compared

with a conventional pre-programmed traffic management system.

• Ratio-based traffic controller
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This controller measures the traffic of four incoming roads. At the beginning

of each green phase, the green phase time is calculated according to the ratio

of the traffic of four incoming roads.

• Reinforcement learning-based traffic controller

This controller maintains a q-table to decide the action and the q-table is

updated according to the Q Learning algorithm [18]. After each action, the

current state changes to a new state and there is a corresponding reward to

each action. The current state, new state, and reward is used to calculate

the new q value according to the Q Learning algorithm.
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Chapter 2

DESIGN OF TRAFFIC INTENSITY ESTIMATION

2.1 Overall design

In this project, our main purpose is to control the traffic signals in an isolated

two-way intersection in order to reduce traffic. At the first phase, the traffic needs

to be measured and at the second the traffic signals should be controlled using

the measured traffic values. This section discusses the method, which is used to

estimate the traffic. Figure 2.1 shows the overall design flow of estimation of the

traffic intensity. Vision-based methods and conventional neural network theories

are used to implement the model to estimate the traffic. First, a trained neural

network is required which can be fed with the information, which is extracted

from the image and it should be able to give the traffic intensity level. Then,

in the other part, the information should be extracted from the image captured

real time and those information should be fed to the neural network. Chapter 4

discusses the methods, which are used to control the traffic.

One of the major requirements in using vision-based methods for traffic es-

timation is to make it fast enough for real time implementation. Nevertheless,

sophisticated, fast vision-based methods are also not appropriate because they are

not financially viable for wide-scale implementation. Therefore, general-purpose

electronic hardware gets attention as a prospective means of a solution. To make

such hardware actually acceptable, it is essential to stick to vision processing

algorithms that are reasonably simple and executable with sufficient speed on
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such hardware. Our vision-based system runs on each image it captures. Each

image is processed to extract the key information, which are fed to the neural

network for traffic intensity estimation. In this process, information extraction

is the most time-consuming aspect if sophisticated algorithms are used. In this

regard, counting the number of vehicles in an image is a very high cost computa-

tionally, and generally not implementable for general-purpose hardware. On the

other hand, well-established edge-detection methods are not only fast but also

implementable on general-purpose hardware. Therefore, this research attempts

to develop a vision-based edge detection method for real time traffic intensity

estimation using artificial intelligence.

Figure 2.1: Overall design of traffic intensity estimation

Under the image processing part, the mage captured in real time is divided

into three zones to find the edges count in each zone. Then, the edges count

is fed to the trained neural network and the neural network gives the estimated

traffic as the output. Thus, the overall design can be divided into two parts as

mentioned below.
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• Edge detection and counting for traffic intensity estimation

• Traffic estimation using a neural network

2.2 Edge Detection for traffic intensity estimation

When there is huge traffic in the road, more edges can be found in an image.

Also there is not a huge traffic, edges count is low. Therefore, it should be able

to build a relationship between edges count and traffic intensity. This section

discusses how to detect and count edges for traffic intensity estimation. The

traffic intensity estimation method used in this project will be tested for two

types of images, which are taken from two angles. Those are a sidebar image and

a crossbar image (Figure 2.2).

Figure 2.2: Sidebar image and crossbar image

In order to capture the traffic intensity distribution from the intersection along

the road to about 100m, three zones were defined as near, mid, and far. Due to the

vehicles present in each zone, the edges on the image are identified separately and

the pixel count of the edges are calculated. Edges are detected using the Canny

edge detector [19], which is an edge detection operator that uses a multi-stage

algorithm to detect a wide range of edges in images. The three zones defined for

each angle are shown in Figure 2.3. After dividing the original image into three
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Figure 2.3: Three zones of the sidebar image and crossbar image

zones, the number of edges can be calculated for three zones. Example images

are shown in Figure 2.4.

After the initial training, it was realized that the neural network finds it diffi-

cult to recognize traffic level 1 (lowest) but always produces level 2. It was found

that the features shown in Figure 2.5 such as lane marks on the road that were

erroneously detected as vehicle edges caused this issue. Usually, such features are

obscured by the vehicles when there are many vehicles in the near field (traffic

levels 2 and above), but when there arent many vehicles (traffic level 1), these fea-

tures appear and erroneously get counted. Therefore, a new algorithm shown in

Table 2.1 was incorporated to remove these marks from the image before counting

vehicle edges.

Table 2.1: Criterion to Remove Erroneous Pixels
Pixel from the image
where there are no ve-
hicles

Pixel from real time
image where there are
vehicles

Decision

black black black
black white black/white
white white black
white black black

To remove the non-vehicular edges, the real time image is compared with a

zero-traffic image as shown in Figure. 2.6. Then, each image is compared with
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Figure 2.4: Edges count

the zero-traffic image pixel by pixel according to Table 2.1 and only the pixels

that result in black/white as in the second row are unable to be directly counted

as a vehicular or non-vehicular edge.

The pixels that are white on the image where there are no vehicles are surely

due to erroneous detection so they have to be neglected (the decision is black).

However, if a pixel, which is black in the image where there are no vehicles,

becomes white in the real time image, it can be due to a vehicle edge or non-

vehicular edge (the decision can be white or black). The reason can be explained
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Figure 2.5: Lane marks that are detected as edges

as follows. If the pixel is white in the real time image, it can be a vehicular

edge or non-vehicular edge. If the corresponding pixel in the image where there

are no vehicles is black (corresponds to the second row in Table 2.1), it cannot

be directly determined that the decision is black. However, in this scenario,

the corresponding pixel in the image where there are no vehicles can be a non-

vehicular pixel (while) because of the low intensity and the small displacement

of the image and it is not shown in the image as a white pixel.

In order to classify these situations accurately, an algorithm shown in Algo-

rithm 1 is executed for each pixel. According to the algorithm, a small kernel

is considered and checked whether there is any white pixel within that kernel in

the image where there is no vehicle. If at least a single white pixel is found, the

decision is considered as black.

When the above algorithm is executed in Raspberry-pi, critical performance

issues were faced. Since the algorithm iterates over the image several times, it

increases the execution time and reduces the performance.

10



Figure 2.6: Zero traffic image

Algorithm 1 Removing Erroneous Edges

Require: : zero traffic image, real time image
Ensure: : edges count

for position in zero traffic image do
h = position[0]
w = position[1]
if (zero traffic image[h,w] == 0 & real time image[h,w] == 255) then

create a kernel in zero traffic image
if (at least one pixel is white in kernel) then

edge count+ = 1;
end if

end if
end for

Since the real time execution is mandatory, it is essential to overcome the

performance issue. Therefore, the code needs to be changed not to iterate over

the image several times. For that, first the position of images are obtained into

an array and iterated over that array, which contains the positions.

According to this method, the performance of finding the edges gets increased.

Since this performance is not enough to achieve the real time traffic estimation

goal, it had to be improved the performance further. Therefore, the solution was

to change the code to execute as multi processes in each core. Now, the algorithm
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runs simultaneously in each core for different areas in the image. In this way, it

was able to increase the performance to get the edges counted. Figure 2.7 shows

how this criterion removes erroneously detected edges from an image. Figure. 2.8

depicts the full flow of edge detection and counting.

Figure 2.7: An image after removing erroneous edges

Figure 2.8: Flow of detecting and counting the edges
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2.3 Estimation of traffic using a neural network

The reason to use a neural network to determine the traffic intensity is based

on the observation of a non-linear relationship between the edge count and traffic

intensity. A well-trained NN can estimate the output of a non-linear relationship

with high accuracy. In the first part of the process, a Raspberry Pi electronic

development board was used to take a set of traffic images using a Raspberry

Pi camera. These images are visually inspected and annotated by an expert for

traffic intensity.

Under the annotation process, it does not mainly focus on the number of

vehicles. For example, lets consider two scenarios. The first one is that the

considered area of the road is filled with light vehicles such as motor bicycles,

cars, etc. The second one is that the considered area of the road is filled with

heavy vehicles such as buses, lorries etc.

The first case is shown in the left side image of Figure 2.9 and the second case

is shown in the right side image of Figure 2.9. Number of vehicles in the first case

is greater than the second case. However, in the first case, those large numbers

of vehicles do not affect the traffic compared with the second case. The reason

is, in the first case, the mobility of the vehicles is greater than the second case.

Thus, the first case is annotated with a lower traffic level than the second case.

According to the explanation, the traffic level of the left side image is annotated

as 3 and the traffic level of the right side image is annotated as 4. Like this,

under the annotation process, experts mainly concern about the reason, which

can increase the traffic. Example images are shown in Table 2.2 and 2.3.

A conventional neural network is trained using these training images of which

the traffic intensities are known. The neural network training takes place in the

lab on a high-speed computer. Once the NN is trained, the process on the left

is started where the trained NN is copied from the computer to the Raspberry

13



Figure 2.9: Example images to explain the annotation criteria

Pi board, which is brought onto the road intersection to capture incoming traffic

and evaluate traffic intensity in real time.

Figure 2.10: NN used for real-time traffic intensity estimation

The number of pixels on all the edges of each zone of an image is counted

as input information to the NN. The NN shown in Figure 2.10 consists of three

input neurons to receive the edge pixel counts of the three zones of an image.

The output of the deep neural network consists of five neurons. Each neuron

14



represents the traffic intensity from one to five. The average of those five neurons

is considered as the traffic intensity.

There are four hidden layers in the network and each hidden layer contains 10,

20, 10, and 10 neurons from input to output. In the NN, Softmax cross-entropy

loss is used as loss function and the equation is shown in 2.1. The activation

function used in NN is Rectified Linear Unit (ReLu) and the formula and graph

is shown in Figure 2.11. It is the most commonly used activation function in

deep neural networks. Initially sigmiod activation function is used for this neural

network. After having several tests, it was realized that ReLu activation function

gives more accurate results that sigmoid activation function. There are several

reasons for that such as,

1. It does not contain complicated math, and thereby, it does not take a huge

computational cost. Also, the model takes less time to train or run.

2. It converges faster. Since the linearity of the function, the slope does not

saturate when input gets large. It does not have the vanishing gradient

problem suffered by other activation functions like sigmoid or tanh.

J =
1

N

i=N∑
i=1

yi log(ŷi) (2.1)

Tensorflow was used to implement the NN. Training images are annotated by

the expert on a scale of 1 (very low) to 5 (very high). 80% of the training images

were used for training and the rest 20% was used for accuracy evaluation. Figure

2.12 shows the training process, which is a recursive algorithm that runs through

a repeating loop until the error reduces to a given value. In each loop, it uses the

20% of the images put aside initially for error calculation. The general-purpose

embedded platform, Raspberry Pi does not have enough computational power to

train a neural network and neither there is a need for this implementation because

the neural network is trained once upfront. Therefore, training the network offline

15



Figure 2.11: ReLU activation function

is more appropriate. Moreover, this method makes it convenient to duplicate the

trained neural network on multiple units.
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Figure 2.12: Flow of training the NN
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Table 2.2: Traffic intensity of sidebar image annotated by an expert
Image Traffic level de-

termined by the
expert

1

2

3

4

5
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Table 2.3: Traffic intensity of crossbar image annotated by an expert
Image Traffic level de-

termined by the
expert

1

2

3

4

5
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Chapter 3

TEST TRAFFIC INTENSITY ESTIMATION METHOD

This chapter discusses how the used method was tested for crossbar images

and sidebar images. Also, the test results are presented for each type of image.

3.1 Traffic intensity Estimation using sidebar images

In Figure 3.1, the flow is depicted for an image captured in the sidebar. It

shows all the steps discussed in chapter 2. Table 3.2 shows the example images

taken from the sidebar and the comparison between expected traffic level and

estimated traffic. Also Table 3.1 gives the rate of accuracy of the estimation

done by the NN. According to the results table, it can achieve 64% of perfect

estimation and 30% of one step difference estimation. It can be considered that

the accuracy is approximately 94% as one step difference estimation can be added

to the perfect estimation.

3.2 Traffic intensity estimation using crossbar images

This section discusses how traffic estimation method is applied to the images

taken from the crossbar of the road. The flow of estimating the traffic level for

the crossbar images is shown in Figure 3.2. Table 3.4 shows the example images

taken from the crossbar and traffic level annotated by an expert. Also Table
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3.3 gives the rate of accuracy of the estimation done by the NN. According to

the results table, it can achieve 66% of perfect estimation and 29% of one step

difference estimation. It can be considered that the accuracy is approximately

95%.

Table 3.1: Accuracy of the sidebar estimation
Perfect judgement 64%

+1 or -1 step difference 30%

Figure 3.1: Traffic intensity estimation using sidebar images
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Table 3.2: Compare expected values and estimated values for sidebar images
Real-time sidebar image Expected traffic

intensity
Estimated traffic
intensity

5 3.9

4 3.9

3 2.9

2 1.9

1 1.0
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Real-time sidebar image Expected traffic
intensity

Estimated traffic
intensity

5 3.9

4 3.9

3 2.9

2 2.0

1 1.3
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Table 3.3: Accuracy of the crossbar estimation
Perfect judgement 66%

+1 or -1 step difference 29%

Figure 3.2: Traffic intensity estimation using crossbar images
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Table 3.4: Compare expected values and estimated values for crossbar imaeges
Real-time crossbar image Expected traffic

intensity
Estimated traffic
intensity

5 3.9

4 3.9

3 2.9

2 1.9

1 1.0
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Real-time crossbar image Expected traffic
intensity

Estimated traffic
intensity

5 3.9

4 3.9

3 2.9

2 1.9

1 1.0
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Chapter 4

DESIGN OF TRAFFIC CONTROLLER

The second part of this project is about controlling the traffic in a two-way

isolated intersection in order to reduce traffic. At the very beginning of the start of

these types of research, researchers mainly focused on implementing mathematical

models to represent the traffic and control it. However, with the emergence of

learning-based methods, researchers moved to use them. At the beginning of that

period, they used supervised learning methods. When considering the traffic

controlling, the input-output dataset cannot be given as the action cannot be

predicted. Due to this drawback, researchers moved to unsupervised learning

methods such as reinforcement learning (RL). This project uses two types of

controllers as the ratio-based traffic controller and RL-based traffic controller.

Sections 4.5 and 4.6 are allocated to discuss each of these controllers.

4.1 Simulator

Since it is hard to implement and test this concept in the real world, SUMO

(Simulation of Urban Mobility) was used as a simulator, which is an open source,

highly portable, microscopic, and continuous road traffic simulation package de-

signed to handle large road networks. Also, TraCI (Traffic Control Interface) is

used to access SUMO using Python. By using SUMO, a two way isolated junc-

tion was modelled and each road of the junction has two lanes. It can be used

to pre-define the distribution of the vehicle insertion of each incoming road. It

27



was tried to produce traffic congestion at least in one incoming road. As an open

source simulator, SUMO is easy to manipulate.

4.2 Evaluators

Evaluators are required to check the success or the failure of controllers and

compare them with existing pre-programmed systems. Most of the researchers

use average queue length and average waiting time as evaluators. In this project,

average speed and departed vehicle count are used as evaluators.

• Queue length (meters) - The average of the length of all queued vehicles

in the incoming road. In reality, the space between the vehicles should

be added to the queue length. However, in the simulation it is not added

because the space is a constant value.

• Average waiting time (seconds per vehicle) - The average of the waiting

time of all the vehicles that wait in the queue. In SUMO, The waiting time

of a vehicle is defined as the time spent with a speed below 0.1m/s since

the last time it was faster than 0.1m/s.

• Average speed (m/s per vehicle) - The average speed of all the vehicles,

which are available in the field.

4.3 Basic Configurations

In SUMO, a two way isolated intersection (shown in figure 4.1) was imple-

mented with an 8 phase pre-programmed traffic controller. The minimum time

allowed to move vehicles is 20 seconds and 10 seconds are allocated for pedes-

trians. (Please note that these values can be changed.) In both controllers, the

phase duration is changed in different ways. However, in each controller, we made
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sure that the time allocated to pedestrians does not change. Thus, the time al-

lowed for pedestrians is not affected by the new controllers. Therefore, the safety

of the pedestrians is ensured.

To estimate the traffic in the simulation, it is unable to use the method ex-

plained in chapter 2. Therefore, the number of vehicles available in each incoming

road is taken as the measurement for the traffic intensity. The distribution of this

estimated value should be equivalent to the distribution of the value estimated in

chapter 2. In that distribution, the probability of perfect estimation is between

0.6 and 0.7 and the probability of one-step estimation is approximately 0.3. In

the simulation, this distribution is replicated with these probabilities.

Figure 4.1: The two way isolated intersection
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4.4 Real world configurations

Since we need to execute and compare our controlling methods based on real

world phase timing, we have selected the isolated intersection shown in figure 4.2

to get the phase timing. There is an eight phase controller in that junction. We

have collected the data in the morning peek and it could be seen that for one

direction there was a huge traffic. Therefore for that direction, 45 seconds were

allowed to the green phase. All other green phases have 15 seconds. Phases are

depicted in Fig 4.3.

Figure 4.2: Map of the junction used to obtain phase timing

Figure 4.3: Real world phases
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4.5 Ratio-based traffic controller

4.5.1 Methodology

At the beginning of the green phase, traffic intensity of 4 incoming roads are

calculated and a new green phase duration is calculated according to the ratio

of four traffic values. If the new green phase duration is less than the minimum

phase duration, new phase duration is ignored and the minimum phase duration

is executed. The method is illustrated in Algorithm 2. Initially ratio based

controller starts from the pre-programmed controller mentioned in section 4.4.

Algorithm 2 Calculate green phase time according to the ratio of traffic

Require: : traffic values
Ensure: : update the phase duration if it does not exceed minimum phase time

while until all vehicles have entered do
if new green phase started then

traffic = traffic in four incoming roads
total traffic =

∑
traffic ratio of traffic=traffic/total traffic

phase duration = ratio of traffic * TOTAL TIME
if phase duration > MINIMUM PHASE DURATION then

update the phase duration
end if

end if
end while

4.5.2 Results

The figure 4.4 depicts the comparison between the ratio-based controller and

static controller.

4.5.3 Discussion

According to these results, after the 500 th second, average queue length and

average waiting time is reduced and average speed is increased. Therefore it can

be concluded that ratio based controller can be successfully used to control the
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traffic. The main advantage of this controller is that, it can be used without any

training process. But it should be programmed according to the phase sequence

of the junction.

4.6 RL-based traffic controller

4.6.1 Methodology

In RL, it is mandatory to define the state, action, reward, and the learning

algorithm. Each one is described below.

• State - The traffic intensity of incoming roads and the current phase is

defined as the state. Therefore, the state consists of five values. First four

values indicate the traffic intensity of four incoming roads and the last value

indicates the phase number.

• Action - In any RL design, there can be several actions. In this case, two

actions are defined. First one is that extending the current phase by 5

seconds and second action is moving to the next phase and executing it.

• Reward - The reduction of queue length after executing the decided action

is defined as reward. If the queue length is reduced, the reward is a positive

value and if the queue length is increased, then the reward is negative.

• Learning algorithm - Q learning is used as the learning algorithm. For each

state and action in the q table has a q value. Q value is updated according

to the equation shown in equation 4.1.

Q(s, a) = Q(s, a) + α[r + γmax(Q(s′)) −Q(s, a)] (4.1)

where:

s current state
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a current action

s’ next state

r reward

In order to fill the q table with proper values, the simulator should run several

times. Each iteration starts by executing an initial action. After the action is

executed, the environment obtains a new state and the reward is calculated based

on the executed action. At this phase, the q table gets updated. This process

repeats for a given number of iterations (Figure 4.5). At the initial state of the

evaluation process, it reads the action, which has the maximum q value for a

given state and that action is executed.

4.6.2 Results

The figure 4.6 depicts the comparison between the ratio-based controller and

static controller.

4.6.3 Discussion

According to these results, after the 500 th second, average queue length and

average waiting time is reduced and average speed is increased. Like ratio based

controller, rl-based controller can be used to control the traffic successfully. The

disadvantage of this controller is that, it should be trained before use in the actual

environment. Since this controller only depends on current traffic of incoming

roads and current phase number, it can be deployed in any junction without

doing any changes. This is the main advantage of rl-based controller when it is

compared with ratio-based controller.
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Figure 4.4: Performance of ratio-based controller
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Figure 4.5: Flow of the RL-based controller
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Figure 4.6: Performance of RL-based controller
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Chapter 5

CONCLUSIONS AND RECOMMENDATIONS

In this research, vision and image processing technologies with artificial intel-

ligence have been utilized to estimate traffic intensity in real time. A deep neural

network was trained using a training image set where traffic intensity was speci-

fied by an expert on a scale of [1, 5]. Trained NN was tested for a test image set in

that 65% of the images were perfectly judged and 30% of the images were judged

very closely. This research also restricted to general purpose, low cost hardware

to make the findings financially affordable for mass scale deployment. Under the

control of traffic in an isolated two way junction we have developed two methods,

the first one is a ratio-based method and the other one is a RL-based method.

In order to compare the performance of these methods, we used existing real

world phase timing in an isolated two way junction. Here we consider the queue

length, average waiting time, and average speed as evaluators. When comparing

the existing time scheduler with our methods, it can be seen that queue length

and average waiting time is reduced and the average speed is reduced.
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