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Abstract

There is an exponential growth in issues attached with lifestyles of Sri Lankans over 

the past few decades. These may contribute to low down the life quality within 

citizens. In Sri Lanka, there are no adequate researches in the field of analyzing 

lifestyle data. Though there are few researches which have analyzed the causes for the 

socio-economic problems, such approaches are not capable of handling big data 

effectively and not efficient in predicting or describing the issues attach with lifestyle.

Hence, the research has been conducted to analyze citizen profiles in effective way to 

explore different lifestyle issues. It is hypothesized that analyzing citizen profiles can 

be done through data mining according to the output want to achieve through 

predictive or descriptive techniques. The solution takes HIES data set as the input and 

predict the factors attach with a particular lifestyle issue or describe specific lifestyle 

issue with its associative causes. Having received the input, this approach 

preprocessed the dataset to remove the anomalies. Then build data models to 

represent the lifestyle issue by extracting attributes from HIES data set. Then proceed 

with pattern recognition for the issues. The important patterns recognized through this 

approach will be useful for government and policy makers to set up appropriate 

government policies to uplift the life quality of citizen. The overall design of the 

research consists of two research question, one question used predictive mining based 

solution and other one is based on descriptive mining. Classification in data mining 

used in finding the factors and their relationships that associated with no 

schooling and dropouts as those were predictive mining tasks. Clustering is used to 

explore the relationship between chronic diseases and family.

was

The overall research is designed using WEKA data mining tool and SPSS statistical 

tool. Finally, the data models build for citizen profile analysis using data mining 

techniques are evaluated for their performance using measurements such as value for 

accuracy, error rate, training time, TP rate, FP rate and ROC measurement.
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Chapter 1

Introduction

1.1. Prolegomena

Exponential growth of issues attach with lifestyles which need careful attention has 

recorded new dimension in analyzing citizen profiles in detail. In particular, huge 

volume in lifestyle data and variety in lifestyle data create the need of analysing big 

data to solve these issues [13][21][24].This trend has created a research challenge to 

analyze, forecast and describe the pattern behind these life style data. At present, in 

Sri Lanka, such analyses are done with manual techniques and normal statistical 

methods, giving very inefficient and inaccurate results. We have conducted a research 

to offer an in depth analysis of citizen profiles to explore lifestyle issues. Our solution 

has recorded high accuracy level.

1.2. Background & Motivation

In any country, major driving factor behind citizens’ profile is its lifestyle. Life style 

means a way individuals live their lives within households and societies, which shows 

how they deal with their physical, psychological, social, and economic environments 

on daily life. Therefore lifestyle of a citizen is a composition of motivations, needs, 

and wants which is influenced by factors such as culture, family, reference groups, 
and social class. According to existing literature well-established European countries 

focus on factors such as income, health, education, labour market, household structure 

and living conditions to determine the living style of Europe [4].Sri Lanka as an Asian 

developing country also pay attention to same factors such as education, health, and 

housing in determining development of citizen’s life style according to its major 

financial document, central bank report [9]. Hence in generally, life style of a citizen 

can be measured by factors such as their socio-economic condition, education level 

and health status.

A good understanding about citizens of the country using those lifestyle 

measurements is a crucial factor when determining effective economic and social 

policies by the government. Furthermore socio-economic segmentation of their 

citizens based on features like income, education or health is a key concern area for a
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government to set appropriate future plans to uplift citizens’ life quality. On the other 

hand, pay attention to real patterns and trends reveal by the citizen profiles can be 

used to find out issues in monetary allocation by the government. Also those patterns 

can be used to find out misuse of government funds and irregularities. Hence, proper 

analysis of data related to citizen’s current life style and finding significant reasons 

that lead to life style will be a crucial matter for a development of a country.

But analyzing useful factors for better decision making is a problem due to huge 

amount of data generated and associated with lifestyles. Though Central bank and 

Department of Census and Statistics collect data for the major attributes in lifestyles, 

those institutes are not paying attention to hidden pattern behind them. In most of the 

currently existing researches in the world, these factors have been examined carefully 

using principal component analysis and clustering techniques to identify their 

dominant combinations for activity pattems[15],[17].[18]. Then those resulted 

association rules are used to improve citizen satisfaction [2]. But in Sri Lanka, those 

data are not effectively use to find out the socio-economic issues. If properly analyzed 

and investigate those gigantic life style data which have been kept in institutes such as 

department of census and statistics, governance of the country can be improved and 

controlled. Those analyses can wipe out misuse of state fund allocation, monitor the 

progress of development activities which lay down by the government and can track 

the areas which government should focus to uplift the life quality.

Therefore the research proposes a method for analyzing citizen profiles in Sri Lanka 

to investigate the hidden issues. This analysis is supported by information extracted 

from a Household Income and Expenditure survey (HIES) of Department of Census 

and Statistics [11]. A set of typical life cycle profiles are planned to explore from the 

dataset based on citizens’ income and expenditure details given for the survey. Those 

profiles taken from HIES dataset will further examine for predictive analysis and 

descriptive analysis. Predictive mining process will be used to predict the probability 

of an outcome or future behavior. Also citizen profiles which describe the dominant 

factors attach with particular lifestyle behavior will use for descriptive mining.

2



1.3. Aims & Objectives 

1.3.1 Aim

• Aim is to gain a wide knowledge of data model construction and application 

of data mining techniques for life style profiling of a country like Sri Lanka.

1.3.2 Objectives

• Examine which life style pattern reveal issues in national development and 

important conditions of household profiles

• Identification of major attributes and activities contributes to profiling of life 

style in Sri Lanka.

• Acquire the knowledge regarding data mining and other relevant technologies 

for analyzing household life styles and activity profiles.

• Construct models for analysing life style profiles by means of correct data 

mining technique.

• Evaluate models to investigate accuracy of profiling.

• Discover linkages of household demographics and ‘lifestyle’ choices of 

citizens to their behaviour patterns.

• Foresee the future direction of socio-economic patterns of Sri Lanka.

1.4 Proposed Solution

As better decision making of government depends on proper analysis of life styles of 

citizens, with in this research we proposed a method using data mining. Researchers 

have identified data mining as a best solution for digging useful hidden patterns 

within large repositories of data using the support of different software tools with its 

ability to deal with large number of dynamic variables simultaneously.

As the initial step, find out the factors that contribute to determine the lifestyle’s of 

citizens. After that define the sub research questions which provide higher impact of 

development of Sri Lanka. Then data set obtained by the department of census and 

statistics are preprocessed and prepared for further analysis. According to selected sub 

research questions find out main socio-economic, health and education attributes that 
provide dominant contribution to determine that particular condition.

3



As data mining is a standard process meant of discovering correlations, patterns, 

trends or relationships by searching through large data sets stored in data stores, 

public databases, and data warehouses, it is selected as the basic methodology for this 

research. Data mining process had to follow basic life cycle sub processes which 

mentioned in Figure 1.1 to build appropriate models and to generate predictions.
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TRANSFORMED
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Figure 1.1: Steps in Data mining process

Selecting attributes data which is required to solve the particular sub question is the 

first step in data mining process. In their focusing on subset of samples on which 

discovery is to be performed. Then by removing noise, outliers and missing values 

dataset is prepared for further analysis. Then data are transformed or consolidated into 

forms appropriate for mining using features like attribute construction and smoothing. 

Finally build a data model that can be used to find causes and effects for a research 

sub question. Through the built data model find out the attributes that go hand in hand 

with particular condition. These identified association rules and loop holes can be 

used as inputs for government policy setting.

After building the data model we can determine the attributes which are having high 

correlation with the condition under experiment, probability of a particular condition 

and causes for a particular effect. This belongs to descriptive data mining task of the 

research. As the predictive data mining task build the data model in a way which cater 

further prediction for future scenarios. Then will determine the occurrence of 

particular effect in presence of particular lifestyle attribute and its percentage.
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1.5 Resource Requirements

Access to common resources like books, journals, research papers and magazines 

about data mining and life style profiling are used for literature review. Also micro 

data of Household Income and Expenditure survey (HIES) obtained from Department 

of Census and Statistics is used to build data models. SPSS tool is used for data 

preprocessing and WEKA tool is used for data mining tasks. Other than these 

resources PC or a laptop with good processor speed will be used for the research 

purpose.

1.6 Summary

This Chapter 1 provides the introduction for life style segmentation using data 

mining. Then, Chapter 2 presents similar work done by others while Chapter 3 

explains the technology adapted. Chapter 4 describes the approach of the research and 

Chapter 5 is about analysis and design. Chapter 6 is on implementation of the System. 
Then, Chapter 7 discussed about the evaluation of the system. Finally, Chapter 8 

presents the conclusion and further work. List of references provides as the last 
section.
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Chapter 2

State of the art of exploring issues in citizen profiles

2.1 Introduction

This chapter describes about the currently existing methods and measures for life style 

segmentation in Sri Lankan context and worldwide. Especially this chapter focuses on 

measures that used in Sri Lanka according to central bank report and describes about 

the loop holes in analyzing citizen profiles which are not address by the annual central 

bank report. Also this chapter focuses on different methods used around the world to 

investigate about lifestyle patterns that are useful for development of a country.

2.2 Lifestyle and household profiling

The distribution of wealth, resources and services across households has been an 

underlying consideration in government concerns on various issues, including 

development plans, taxation and social welfare. Results generate by analyzing those 

data are used to build government development policies to uplift life quality of 

households.

Internationally there are around 4,152 household surveys with economic and social 

variables which span across most of the countries in the world. Among them 266 of 

which are household surveys on income and expenditures [36].The main aim of 

analyzing household survey data is to prepare estimation for fields such as education, 

health, transportation and communication. Furthermore, insight about the issues such 

as types of education perceived by household members or cost and benefits of health 

services used by family members can be used to uplift lifestyle of citizens in a 

country. Hence, to obtain those decisions, living standards measurements are 

calculated by examining lifestyles of households.

World Bank is an international body which uses data about occupation, poverty and 

access to social services, such as health care and education to calculate measurements 

attach with life quality. It’s living standards measurement study(LSMS) survey 

collects wide-ranging data on most aspects of household welfare such as 

consumption, income from activities in the labour market, household enterprises or

6



agriculture, asset ownership, migration, health, education, nutrition, fertility, savings 

and credit, and anthropometries. LSMS was intended to help country’s statistical 

institutes to analyze household survey data for policy needs, and provide policy 

makers with data that can be used to understand the factors of detected social and 

economic outcome[36],[32].

Not only that, when consider the focus area of Organization for Economic Co­

operation and Development (OECD) which establish to promote policies that will 

improve the economic and social well-being of people around the world also pay 

attention to field such as communication, transportation, education and energy.

2.2.1 Lifestyle and household profiling in Europe

Problems such as in Europe, how much income poverty is there? Is inequity 

increasing? Does a job assurance escape from income poverty? How welfare help to 

cope with the economic crisis? ; are issues need to be addressed for the development 
of any Europe country. Therefore, major areas that should be focused for the socio­

economic statistics that address social and economic issues in Europe are income, 

living conditions of Europe’s households, health, labour market and education [12].

There are number of similarities in demographic trends in Europe. By analyzing those 

Europe household data can find answers for critical questions such as how many 

households considered cat-risk-of poverty’, presence of longstanding illness or 
disability, distribution of labour earnings and provision of public services. 

Furthermore patterns such as educational intensity of employment, level of fertility 

for household structure and variation of health by socio-economic status are used to 

analyze in Europe countries to determine their lifestyle. Hence, main focus areas of 

Europe for citizen profiling are employment, income inequality or poverty, housing, 

health, education, deprivation and social exclusion. Careful analysis of those fields 

allows telling about how the workers of Europe earn their living, about the living 

arrangements of Europeans, about their social participation, and about the ways in 

which their incomes are affected by taxes and transfers.
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2.2.2 Lifestyle and household profiling in Asia

The current concern over chronic poverty and rising income inequality in many Asian 

countries of the developing world, highlight the need for deeper thoughtfulness of not 

simply the numbers of the poor but also the nature of poverty. To focus on those 

critical issues most of the Asian countries depend on fields such as normal 
demographics data, income, education, occupation, location of residence [28],[34]. 

According to Asian bank report where most of the Asian countries are members, 
mainly focus on income, education, health, agriculture and other social protection 

schemas to improve Asian’s life standard [3].

2.2.3 Lifestyle and household profiling in Sri Lanka

The improvement of economic and social infrastructure continued to be a priority area 

in the national development agenda to support the economic growth process in Sri 

Lanka .According to Central bank report of Sri Lanka, government has identified 

efficient and effective healthcare sector with reduced regional differences and 

improved equity in accessibility to healthcare services will be led to an improved state 

of public health in the country. Furthermore it stated Sri Lanka needs highly 

accessible and quality, primary and secondary education that provide the foundation 

for the knowledge based economic and social development.

Also it mentioned the Sri Lanka’s effort to achieve admirable usage of 

communication and information technology services in economic activities to 

improve life quality of citizens. Moreover government recognized the importance of 

improved road and railway network will provide forward linkage to the development 

process. Therefore to improve the lifestyle of Sri Lankan citizens currently 

government carrying out projects for road and railway development, power plants, 

education sector development and public health sector development with help of 

foreign financial assistance[9]. As mentioned in central bank report main focus areas 

of Sri Lanka to determine the lifestyle are communication, power consumption 

transportation ,water supply and irrigation , education , health sector ,housing & 

urban development and environment.

8



2.2.3.1 Issues with analyzing citizen profiles in Sri Lanka

Department of census and statistics is a government authority which use to collect and 

analyze data to determine development of Sri Lanka. It conducts several surveys such 

as demographic & health survey, school census, population census and Household 

Income and Expenditure Survey (HIES).

HIES survey provides information on household income and expenditure to measure 

the levels and changes in living conditions of the people. Data collected from this 

survey is used to observe the consumption patterns to compute various other socio­

economic indicators such as poverty price indices. HIES is conducted over year to 

capture seasonal variations of income and expenditure patterns in Sri Lanka. The 

HIES questionnaire consider nine priority areas to collect household information 

covering the demography, school education, health, food and non-food expenditure, 

income, inventory of durable goods, access to facilities in the area and debts of the 

households, housing information and agriculture holdings & Livestock.

Using HIES data, department of census and statistics calculate figures such as average 

monthly household income, median monthly household income, average monthly per- 

capita income, average monthly income receiver's income, average monthly 

household expenditure, household size, number of income receiver's per household. 

Furthermore ,using HIES data department of census and statistics estimate household 

population, distribution of school attendance, health status of household population, 
income inequality using gini coefficient, expenditure for food and non-food ratio In 

Sri Lanka.

Though department of census and statistics explore HIES data set to find out 

important economic and social indices, it does not pay attention to find out hidden 

pattern behind those data. Trends reveal by questions such as “What are the factors 

that cause for the popularity of main transportation mode use by public?”, “What is 

the significant energy consumption pattern?”, “What are the reasons for the popularity 

of a particular communication tool used by citizens?” are not address by HIES 

dataset. Furthermore it does not disclose pattern in household consumption & 

expenditure by type of good such as services or non-durable goods or durable goods.

9



Another major loop hole of HJES analysis is, it doesn’t try to reveal issues and 

mismatches of economic development programs that are conducted and ongoing. 

Basically central bank report is reporting about number of development projects and 

monetary allocation for them. Most of the cases, it highlighted the positive side of 

them. Therefore it is necessary to find out whether there are weaknesses in those 

projects, are those projects beneficial for citizens , did government spend money for 

actually valuable projects and what are the root causes behind social issues. Thus, not 

addressing these issues and not revealing patterns behind them is a crucial mistake 

within data analysis of HIES.

2.3 Methods for lifestyle data analysis

In citizen lifestyle analysing, major task is to investigate the responses in survey data. 
Though we consider sample survey or full survey, lifestyle data of citizens in a 

country will be huge in size and contain variety of information which ultimately falls 

into big data category. Handling this type of data set should be done with a special 
care to inteipret the results accurately. Table 2.1 provides a comparison of currently 

existing methods for analyzing big data [7],[16],[20].

Data MiningMachine LearningDatabase

Queries

Statistics

Deals with the extraction 
of previously unknown 
and interesting 
information from raw 
data and returns models 
of the data in question

Collection of 
algorithms and 
techniques used to 
design systems 
that learn from 
data

Analyze the 
data in a 
database and 
return raw 
data that 
satisfies 
certain 
constraints

Providing a theory 
for estimating 
probabilities of 
predictions and 
distinguish 
between 
significant 
findings

Cover full process from
data pre-processing to 
deployment of findings: 
Facilitating data 
visualization, data 
understanding, 
and reducing the 
dimension

Has mathematical
and statistical 
basis that does not 
take into account 
domain
knowledge and 
data pre­
processing.
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Data mining is designed 
to deal with structured 
data in order to solve 
unstructured business

Deal with 
structured data in 
order to solve 
structured problem

problems
Results are software andResults are 

software and 
researcher 
independent

researcher dependent 
(absence of 
implementation 
standards)
Inference reflects 
computational properties 
of data mining algorithm

Inference reflects 
statistical 
hypothesis testing

Include generalization 
capabilities

Depend on 
assumption

May have long training 
process

Table 2.1: Comparison of methods for big data analysis

In lifestyle survey data analysis, it is necessary to preprocess data to correct missing 

values and to remove outliers after selecting the attribute from the problem domain. 
Then using smoothing like techniques we may need to consolidate into forms 

appropriate for analyzing. Thereby we can build a data model to represent a particular 
issue in lifestyle profiles. Finally we have to evaluate our model to test the accuracy 

of its results. This step by step process correctly matches with the phases in data 

mining process. Data mining consist of business understanding, data understanding, 
data preparation, modeling, and evaluation and deployment phases [35]. Therefore 

data mining methodology will be a better method to analyze lifestyle data of citizens 

to find out hidden issues behind citizen profiles as it belongs to unstructured problem 

category.

2.3.1 Currently existing methods in the world

Existing literature reveals that, different data mining techniques were used in lifestyle 

data analysis according to the output try to achieve as in Figure 2.1[15][21][24][25]. 

Predictive mining tasks used techniques such as classification and regression. On the 

other hand, descriptive tasks used techniques such as clustering and association rules.

11



Data Mining Techniques

\
DescriptivePredictive

T \7\
Association RulesClusteringClassification Regression

# ;

E.g.:-Oiscov*rirtg

di5S35« Stt2Ch

with food
consumption

pattern

E.g.:-I nidation 
water demand 
forecast) ns

E.g.'.-Study travel 
habits to know the 
transportation 
service demand

E.g.:-Predictjng

poverty'

Algorithm: CART
Algorithm: 
Decision tree 
using C4.5

Algorithm. 
Expectation- 
Maximization (EM)

Algorithm-
Apaori

Figure 2.1: Different data mining techniques used for lifestyle data

Also for Sri Lanka, these types of data analysis using citizen lifestyle data are equally 

important to improve the life quality of citizens. However, these things are completely 

missing in Sri Lankan context as lack of awareness or poor initiative by the 

government. There may be other minor reasons like affordability and sustainability 

that cause not to have these types of applications within Sri Lanka as it is a 

developing country.

2.4 Research Question

It is evident from the literature that, in-depth analysis in lifestyle data by considering 

driving measures of lifestyles remains a research challenge for Sri Lankan context. 
Hence, we intended to solve this problem of analyzing citizen profiles to explore the 

problems attach with lifestyles by data mining based solution.

2.5 Summary

This chapter provided complete description of existing measure in determining 

lifestyles of citizens as given below in Table 2.2.
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Lifestyle of Sri 
Lanka

Lifestyle of Europe Lifestyle of Asia

• Transportation
• Education
• Health sector
• Communication
• Power 

consumption
• Housing and 

Urban
Development

• Water supply 
and irrigation

• Environment

Factors use to
determine
lifestyle

Income
Education
Health
Occupation
Type of
residence
Agriculture

• Income
• Education and skill
• Health
• Living conditions 

of households
• Labour market
• Household 

structure
• Role of the state

Table 2.2: Comparison of measure use for citizen profiles

After comparing factors determining Europeans lifestyles, Asians lifestyle and Sri 
Lankans lifestyle common factors such as income, education, health, transportation, 

communication and power consumption are identified as citizen profiling measures. 
Though these fields are covered by HIES dataset, further analyzing them to address 

social and economic issues is currently lacking area which is very important. 

Moreover this chapter discussed about different big data analysis methods and 

existing lifestyle analysis applications in the world. Next chapter will elaborate data 

mining technology in detail which uses to analyse citizen profiles.
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Chapter 3
Technology adapted

3.1. Introduction

Chapter 2 discussed the existing methods and attributes for analyzing citizen profiles 

to identify the issues in lifestyles. This chapter presents data mining technology which 

is selected to analyze citizen profiles effectively in detail. This chapter highlights the 

effectiveness of selected technology that distinguishes it from the technologies 

applied in existing literature.

3.2. What is Data Mining?

Nowadays we come across with large, complex set of data which generated by 

computers, networks and humans. Government agencies, scientific institutes and 

businesses dedicated enormous amount of resources to collect and store these data. 
Among them only small amount is used because, in many cases volume is too large to 

manage, or the data structures themselves are too complicated to analyse effectively. 

Ability to extract useful knowledge hidden in these data and to act on that knowledge 

is becoming important in this competitive world. Therefore the data mining process is 

emerged. The entire process of applying a computer based methodologies including 

new techniques for discovering knowledge can be treated as “Data Mining”.

Data mining is a process of analyzing big data from different perspectives and 

summarizing them to useful information by the means of different techniques. 

Formally this is defined as “non-trivial process of identifying valid, novel, potentially 

useful, and ultimately understandable patterns in data [14]”. the overall process of 

finding useful information from raw data involves the sequential line up of steps such 

as developing an understanding of the application domain, creating a target data set 

based on a smart way of selecting data by focusing on a subset of variables or data 

samples, data cleaning and preprocessing, data reduction and projection, choosing the 

data mining task, choosing the data mining algorithm, data mining, interpreting mined 

patterns and consolidating discovered knowledge. Hence, process of data mining can 

be consider as total solution which consist of phases business understanding, data
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understanding and preparation, modeling, evaluation and deployments in interactive 

manner as in Figure 3.1 [22].

;v'-':? \
__ OAT A

ON or M.VT AN31NG
l«!\-INCSS w-rj 

TlNtlf UMANOIMCf I >3L \

DATA

■ £HWfUING

VALDAI ION &!
W~

Figure 3.1: Cross industry standard process for data mining

Data mining is having two primary goals of being predictive or descriptive. 

According to the task, different techniques are available in data mining. For predictive 

tasks, techniques such as classification, regression and deviation detection are used. 
Meanwhile techniques such as association rules, cluster analysis are used for 

descriptive tasks as in Figure 3.2. Predictive algorithms determine models or rules to 

predict the values of variables when given input data. On the other hand descriptive 

algorithms determine models to summarize the data in some manner. Therefore 

selecting the most appropriate mining technique depends on the goal which users 

going to achieve.
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Researchers have identified data mining as interesting, beneficial subject area, 

because of successful KDD applications. When considering business applications of 

data mining, market basket analysis in marketing, fraud detection in finance, defect 
findings in manufacturing and governance can be identified as effective applications 

[24]. In science, data mining achieve remarkable success in fields such as 

telecommunication, astronomy, pattern discovery in biology. There are so many other 

application areas of data mining such as web content mining, web usage mining and 

stream data mining. Most of these phenomena are totally absent in many developing 

countries. Though these things are equally applicable for developing countries as well 
as the industrialized countries, with the available socioeconomic and sociopolitical 

requirement there are some barriers to implement them in developing countries. Issues 

such as sustainability, affordability and community identity may be some causes that 

directly affect to developing countries in developing information systems [29].

3.3. Reasons for using data mining for citizen profile analysis

Data associated with citizen lifestyle patterns are huge in size and vary in complexity. 

Therefore these data which kept in computers of government agencies after doing 

different lifestyle surveys time to time can be treated as big data. Big data is a term 

given to data which is huge in volume, variety and velocity. Literature review which 

compares different data analysis methods used by researches proved that data mining 

is the best option for big data analysis.

When comparing data mining with traditional methods of querying a database, latter 

require predefine variables. Moreover data mining is a complicated type of database 

querying which allows including new and greater number of variables. Also data 

mining allows examining multiple areas simultaneously. So data mining can be 

defined as a process of analyzing and summarizing data from different perspectives 

and converting it into useful infomiation [1].Therefore data mining can be used as the 

most suitable method to citizen life style data analysis according to literature review.

3.4. How to use data mining for lifestyle analysis

In lifestyle data analysis we may need to find out factors related to particular socio­

economic issue and the relationship of causes for a particular phenomenon. 

Furthermore we need to find out in detail view how some problems occur and
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combination of causes that lead to some phenomena. As citizen profiling is 

conducting to avoid socio-economic issues, it is essential to find out the root causes 

for them and their nature. Therefore this research utilizes different data mining 

techniques in predictive stream and descriptive stream according to selected research 

sub question.

For an example, research sub question to reveal the factors causes for school dropouts 

and no-schooling can use predictive data mining as an effective technique. For 

analyzing school dropouts primarily need to take data such as demographic data of 

students, income of households and education level of parents from surveys such as 

Household Income and Expenditure Survey (HIES). Then using data preprocessing 

techniques in data mining can reduce the uncertainty of data by removing erroneous 

data and missing values. As the next task, by analyzing the significance of factors 

major data fields can be chosen. To exactly find out the correlation between these data 

fields which contribute to school dropout or no-schooling, classification technique in 

data mining can be utilized. Revealing hidden pattern behind school dropout can be 

effectively done through classification as it is a predictive mining task.

3.5. Summary

This chapter presented data mining as the technology proposed to analyze citizen 

profiles to identify the issues in lifestyle. In this sense, it is pointed out how the data 

mining offers an efficient and accurate solution for citizen profile analysis. The next 

chapter shows a novel approach of analyzing citizen profiles through technology 

presented here.
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Chapter 4
A novel approach for citizen profiling analysis
4.1. Introduction

Chapter 3 discussed the technology for analyzing citizen profiles to identify the issues 

in lifestyles. This chapter presents our approach to analyze citizen profiles in detail 
using data mining under several headings, namely, hypothesis, input, output, process, 

users and features. This chapter highlights the key features that distinguish our novel 

approach from the existing approaches for citizen profile analysis in Lanka.

4.2. Hypothesis

Using data mining techniques can predict or explore issues attach with lifestyles. 
Predictive data mining can be used to predict the factors affecting different social 

issues. Descriptive data mining can be used to explore current situation demonstrated 

in lifestyles.

4.3. Input

As the initial input for this process, data obtain from Household Income and 

Expenditure Survey of department of census and statistics is used.

4.4. Output

As the output of this process different data patterns related to the citizen lifestyle has 

be reveled according to the sub research question identified. Prediction will be 

given as output for the research question attach with predictive tasks. Summarization 

will be given for the research question attach with descriptive tasks.

can

4.5. Process

In this process of analyzing citizen profiles with data mining all the standard steps in 

knowledge discovery process which include data selection to evaluation are carried 

out. Throughout the process the data set is cleaned, formatted and prepared for mining 

and interpretation.
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4.2.1. Data Selection

To determine the citizen’s life condition of any country we need to keep track of basic 

needs, food, clothes and shelter. Therefore to cater that requirement Sri Lanka also 

focus on expenditures in household for food, clothes, fuel for cooking, transportation 

and housing facilities. Other than expenditures, both European and Asian countries 

focus on income as a major area to determine citizen’s lifestyles. In Sri Lankan 

context also income is an important factor. The income for Sri Lanka can be 

calculated from different sections such as income from occupation, agriculture, 
nonagricultural means and Samurdhi like social protections schemes. Not only that 
education and health are other two main important sections which are equally applied 

to Sri Lankan context when determining citizen profiling. Apart from these major 
areas in any country their citizen’s basic demographic data such as age, gender, 

household size like factors should be considered in determining citizen’s life styles.

Though anthropometries is used in world to determine lifestyles, in that kind of 

dynamics, only the height, weight like factors can be measured accurately. As a result 
of the difficulty of measuring and using, anthropometries are not suited in Sri Lankan 

citizen profiling to determine citizen lifestyles. Central bank report of Sri Lanka and 

major surveys conducted by department of census and statistics also use basic 

demographic data, education, health, housing and income and expenditures as their 

major focus areas and excludes anthropometries measurements.

Most surveys and censuses done across the world collect information on household 

characteristics, including those related to location, household composition such as 

household size, sex of the household head. Also they keep track of socio-economic 

characteristics such as household wealth, dwelling quality and type to determine 

citizen’s lifestyle. These factors are categorized mainly into demographic data, 
education, health, housing and income and expenditure in Sri Lankan context when 

consider its major financial reports and surveys. Data from those major areas are used 

to analyse citizen profiling.

4.2.2. Data Preprocessing

For this research HIES data set is used as the major data source which contains citizen 

life style data from different areas of the country. Department of Census and Statistics
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uses a questionnaire for that which is filled by their officials in the field. Sometimes 

this collected data may be in poor quality. But accuracy, completeness, consistency, 

timeliness, believability, value added, interpretability and accessibility are some of the 

characteristics that should involve with data taken to a research to draw a well- 

accepted conclusion.

Incomplete data may come from “not applicable” data value when collected, human 

or hardware or software problems, different considerations between the times when 

the data was collected and when it is analyzed. Noise in data is another problem 

which reduces the quality of data. Noisy data may come from human or computer 
error at data entry, and errors in data transmission. Another issue is inconsistent data 

which may come from functional dependency violation in linked data. Duplicate 

records also need data cleaning which lead to poor data quality. Therefore HIES 

dataset is preprocessed before further analysis.

4.2.3. Data Transformation

This is the step where data is transformed or consolidated into forms appropriate for 

mining by performing operations such as summary and aggregation. Due to 

availability of huge amount of data and immense need for tuning those data to useful 

information and knowledge to support government decisions, smoothing, aggregation, 
generalization and normalization like strategies used within data transformation 

process. Smoothing is used to remove noise from data, aggregation is used to 

summarization and data cube construction, generalization is used to concept hierarchy 

climbing and normalization is used to scale within a small, specified range. According 

to the selected data for the sub research question appropriate smoothing and 

aggregations are done.

4.2.4. Data mining

This is the essential part of this research which used intelligent methods in order to 

extract data patterns. Not only that but also discovering interesting knowledge 

includes finding association, changes, anomalies and significant structures from HIES 

data set. In Association, the relationship of a particular item in a data transaction on 

other items in the same transaction is used to predict patterns. In Classification, the
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methods are intended for learning different functions that map each item of the 

selected data into one of a predefined set of classes.

Prediction analysis in predictive mining is related to regression techniques. The key 

idea behind that is to discover the relationship between the dependent and 

independent variables, the relationship between the independent variables. Sequential 
Pattern analysis search for similar patterns in data transaction over a period. These 

patterns can be used by business analysts to identify relationships among data. 
Descriptive cluster analysis takes unorganized data and uses automatic methods to put 
this data into groups. Most of the mathematical models applied in regards to 

classification can be applied to cluster analysis as well. According to the task we try 

to achieve through research question, predictive or descriptive mining task is selected.

4.2.5. Evaluation/Interpretation

The data interpretation stage is the most critical one as it integrates knowledge from 

mined data. There are two essential issues. One issue is how to decide the business 

value from knowledge patterns discovered in the data mining stage. Another issue is 

which technique or visualization tool should be used to show the data mining results. 

Determining the business value from discovered knowledge patterns is similar to 

playing “puzzles” as different techniques can be used for same dataset with different 

algorithms and best out of them should be chosen to match with business purpose. 
Therefore evaluation of mined patterns should be done with respect to goal or 
objective to maximize the efficiency. In order to properly interpret knowledge 

patterns, it’s important to choose an appropriate visualization tool. Many visualization 

packages and tools are available, including pie charts, histograms, plots, trees and 

distribution networks.

4.6. Users

Government and policy makers are the users who should involve with this citizen 

profile analysis and pay attention to patterns represented by the mining process to 

uplift citizens’ life quality and to set up development programs.
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4.7. Features

The solution proposed by this research can be used to analyse huge volume of 

lifestyle data which are in different forms in consistent manner. Through the 

predictive mining tasks this solution allows to make predictions for future instances. 
Moreover, descriptive tasks allow to describe pattern describe by the dataset. This 

solution provides the output by extracting previously unknown patterns dynamically.

4.8. Summary

This chapter presented our novel approach to analyze citizen profiles to identify the 

issues in lifestyle. In this sense, it is pointed out how the novel approach offers an 

efficient and accurate solution for citizen profile analysis using data mining. The next 

chapter shows the design of the novel approach presented here.
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Chapter 5
Research Design for Analysing Citizen

5.1. Introduction

Chapter 4 presented the approach to analyses citizen profiles to identify the issues in 

lifestyles. This chapter elaborates the approach, and focuses on high level design and 

sub modules within in the design. Later part of this chapter pays attention to the 

interactions among the sub modules.

5.2. Research Design

The basic aim of science is to explain a natural phenomenon which is known as 

theory. In scientific approach, instead of trying to explain each and every separate 

behavior, the researcher seeks for a general explanation that encompasses and links 

together many behaviors. Hence, scientific research is systematic, controlled, 
experimental, public and critical investigation of natural phenomena. It is guided by 

theory and hypotheses about the presumed relations among such phenomena [27].

In this research of analyzing citizen profiles using data mining, we wish to discover 
how common particular forms of behavior occurs and their trends by taking large 

dataset which consist of social and economic data of Sri Lankan citizens. Hence, we 

have to carry out a quantitative data analysis using behavioural science research 

methodology. In analyzing citizen lifestyles we need systematic analysis and 

investigation of human behaviour through controlled, naturalistic observation and 

scientific experimentation to draw the conclusion. “The behavioral-science paradigm 

has its roots in natural science research methods. It seeks to develop and justify 

theories (i.e., principles and laws) that explain or predict organizational and human 

phenomena surrounding the analysis, design, implementation, management, and use 

of information systems [5]”. Therefore, Behavioural Sciences approach is mainly 

suitable for this research.

In this research of analyzing citizen profiles using data mining, we have followed the 

steps in scientific method which consists of observation, study, defining problem, 

building theoretical framework, hypothesis development, experimental design, data 

gathering, data analysis and conclusion [23]. Also this research starts with the
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observation of existence of social-economic issues in Sri Lanka. Then study was 

carried out to get information about the factors we should focus on to solve these 

kinds of problems and how similar problems are solved. Next exactly identify factors 

influencing socio-economic issues in Sri Lanka and sub research questions that we 

should focus on to avoid socio-economic issues. After selecting sub research 

questions to be addressed, under theoretical framework, network of variables or 
factors have recognized by considering the related work in that problem domain. Then 

hypothesis development has conducted and experimental design is done using SPSS 

and WEKA. Results given by different data mining techniques for a particular sub 

research question are based on data gathered for the sub research question. Those 

generated results or the data are further analysed for efficiency and accuracy. By 

considering the analyzed results for a particular research question conclusion can be 

given.

5.3. Top Level Design

Figure 5.1 illustrated an analytical framework for citizen profiling in Sri Lanka. As a 

coach holds by its wheels, main ingredients for the household profiling in Sri Lanka 

are basic demographic data, income and expenditure for needs and wants of citizens, 

education details, health details, housing information according to the major financial 

document and results of government surveys.
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Figure 5.1: Analytical framework for citizen profiling in Sri Lanka

Furthermore, Figure 5.1 express that complete citizen profiles are made by sub 

profiles such as education profile, health profile and income profile according to 

major areas which define major requirements in lives of citizens. These major sectors 

that contribute to define the life quality are the important sections that government 

needs to handle with special care. These different sub profiles can be collectively 

taken from citizen profiles to analyse and identify social and economic issues with in 

country. Therefore, this framework represent the ability of citizen profiles to signify 

the issues in life styles that need to address by govemment.This framework is built 
according to the existing variables in HIES dataset.

5.4. Detailed Design of the Research

Analyzing Sri Lankan citizen profiles to find out the issues within lifestyles is 

identified as the primary research question in this research. According to the major 
financial document in Sri Lanka, life quality of Sri Lankans can be categorized into 

several categories. Major areas among them are Education, Health, Communication,
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Transportation, Housing, which can be summarized to according to Figure 5.1. Based 

on that framework, to analyse patterns or issues revealed by lifestyles we create 

different sub research question. This research considers only three areas of citizen 

profile named Education, Health and Demographic data. Under Education category 

we identified the factors affecting children not to attend school or leave school early. 

From Health sections we explored the relationship between chronic diseases and 

income.

5.4.1. Primary Research Question

There is no adequate research carried out in Sri Lanka to identify the issues/pattems 

attach with lifestyles. Hence primarily propose a solution based on data mining to 

analyze lifestyle data attach with citizen profiles.

5.4.2. Sub Research Question 1

It is crucial to find out the real factors that contribute to no schooling and school 

dropout in Sri Lanka using citizen profiles to improve the level of education in Sri 
Lanka which is still an unexplored matter attach with citizens lifestyles.

5.4.3. Sub Research Question 2

There are no sufficient researches in Sri Lanka which accurately analyse huge volume 

of lifestyle data to determine the relationship between chronic diseases and family 

income though it is important subject to pay attention as a country.

5.5. Summary

This chapter provided details on research design and applicability of selected research 

method for the research. Furthermore this chapter focuses on top level design for the 

research and how sub research questions are structured with in the research. 

Subsequent section will be discussed about implementation details according to this 

design.
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Chapter 6
Implementation

6.1. Introduction

In chapter 5, the top level design of the solution has been described in terms of what 

attributes are used to represent citizen profiles and, two sub research questions. This 

chapter describes the implementation of each sub research question regarding 

software, algorithms, method...etc. In that sense, this chapter is about how the system 

is implemented.

6.2. Solution for Sub Research Question 1:

As the solution for the first sub research question reasons for Sri Lankan children to 

dropout from school and no schooling and their trends are analysed using following 

steps.

6.2.1. Existing work in this domain

The analysis on causes of school dropouts in developed countries has emphasized 

factors such as drug use, alcohol consumption, and parents’ psychiatric disorders. 
Also the factors such as socio-economic status of the family, gender, race, and age of 

the child are contributed for that. According to a research work carried out in Brazil, 

where a developing country, identified early parenthood, child labor and poverty after 
examining socio-economic background, education, health, social capital, home 

violence and employment as factors of school dropout by estimating a logit model [8].

In a study carried out for Uganda using dimensions such as rural-urban, gender, and 

age with logistic model analysis found that factors such as rural-urban divide, gender 

of household head and of pupil, age of the household head, household size, academic 

achievement of mother and father, distance to school, school fees payment, 
contribution to economy are causes for primary school dropout [26].

Sri Lanka also investigates about the determinants for out of school for students. That 
observations suggest age, gender, ethnic group, wealth or rural-urban divide, family 

poverty, child labour, poor health and disabilities, lack of parental encouragement and 

family problems, quality of schools and facilities, negative attitudes of teachers, 
uninteresting lessons, and harassment by teachers and peers, child abuse, natural
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disaster and conflict as factors which affect children to be out of school [33]. By 

Considering these existing works and data available in HIES dataset, initially data are 

selected manually to build the model one by one using forward method.

6.2.2. Theoretical Framework using SPSS

Initial attribute selection process ends up with attributes such as age, household size, 
district, sector, ethnicity, religion, participation for economic activities, household 

head’s gender, father’s education, mother’s education, income, structure of the house 

and disabilities.

6.2.2.I. Data Preprocessing

To avoid incomplete, noisy, and inconsistent data, data preprocessing is essential 
before establishing a theoretical framework using variables. Under data preprocessing 

data cleaning, data integration, data transformation, data discretization techniques are 

used in this research. In HIES data set there are missing data due to inconsistent with 

other recorded data, due to misunderstanding or less value at the time of entry. 
Consequently, tuples have no recorded value for several attributes such as house 

number, sex, age. In this research to solve this issue two techniques of ignoring the 

tuple or using a global constant to fill in the missing values have been used (Appendix 

A). In data integration, integrate metadata from different sources as HIES data set 
consist of set of .csv files for demographic data, housing, income and education data. 

For an example file containing demographic data has serial number to identify a 

person as Person_Serial_No and file containing school education is having same thing 

as R2_Person_Serial which need to integrate for identification of that entity. In data 

transformation, attribute or feature construction is used for new attributes construction 

from the given ones. As an example, different income types such as wages, 
agriculture income are combining into one and construct new attribute called income 

for a household. Also to uniquely identify a student has to create a serial number by 

combining attributes in the HIES data set named district, sector, Psu, Snumber, Hlino, 

Nhh (Appendix A).

6.2.2.2. Attribute Selection

For the data model construction, multinomial logistic regression is used as dependent 

variable is nominal with more than two levels with no-schooling and dropouts.
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Furthermore, this is an extension of logistic regression, which analyzes binary 

dependents. We hypnotized that initial attributes (independent variables) are directly 

contribute to no schooling and dropout. In this analysis, the null hypothesis used is 

that there is no difference between the model without independent variables and the 

model with independent variables. If an attribute having significant level or 
probability which is less than or equal to the level of significance of 0.05, null 
hypothesis is rejected and select that attribute for the data model (Appendix B). The 

existence of a relationship between the independent variables and the dependent 
variable was supported in that situation. Further analysed by stepwise backward 

elimination to check where least significant attributes will removed until other non­

significant attributes are contribute to model. By following that procedure attributes in 

Table 6.1 are selected for the data model of no-schooling and dropouts at the end.

Noschooling Dropouts
Age Age

HouseholdSize

District District

Religion Religion

Is Active Is Active

HeadSex

FatherEducation

MotherEducation

Is 111 Disable 11Is 111 Disablel 1

Table 6.1: Attributes selected after multinomial logistic regression

6.2.3. Data Model using WEKA

WEKA is a collection of machine learning algorithms for data mining tasks. WEKA 

holds tools for data analysis tasks such as pre-processing, classification, regression, 

clustering, association rules, and visualization.
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6.2.3.1. Classification as the data mining technique

Data mining can be divided into two tasks called predictive tasks and descriptive 

tasks. Predictive analytics is the section in data mining which consider about with 

forecasting probabilities and trends. A predictive model consists of a number of 

predictors, which are variable factors that are likely to affect future behavior or 

results. In predictive modeling, data is collected for the relevant forecasters, a 

statistical model is constructed, then forecasts are made and the model is validated as 

additional data becomes available.

Figure 6.1: Different categories in data models

a referenceKnowledge models have basic difference between having and not having 

variable to be described. Left part of the Figure 6.1 refers to non-supervised methods,
in where the main goal is a better reasoning of the target 

result. Whereas right part of the Figure
a response

without response variable, 
phenomenon and explanation is enough
6 1 refers those supervised models concerned with to re-cognition, where 

variable is to be described and prediction is to be made. Among methods oriented to 

main distinction is the nature of the response variable. While discriminant

as a

prediction
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methods describe or •" 

refer to quantitative response variables.

In here for predicting the factors that influence

predictive data mining. For No schooling and dropouts, separately predictors 

selected from HIES dataset. Moreover, this research used classification which 

contains further level of subdivision as the predictive technique. Rule-based reasoning 

methods piovide explicit knowledge models, which can be expressed by formal rules 

applied for further prediction. In case-based reasoning methods the predictive 

models are implicit in historical data. The third option bayesian learning i 

combination of prior explicit knowledge model and iterative enhancements based 

future data. One technique from each paradigm is used to anayse citizen profiles. 

Selected classification techniques are J48 algorithm from decision tree, naive bayes 

from Bayesian network classifier and IBk algorithm from K-nearest neighbours.

foresee qualitative variables, the classical predictive methods

no schooling or dropouts we use
are

that

is a
on

6.2.3.2. Decision Tree for School dropouts and no-schooling

This technique as well as Bayesian network classifier required numeric to nominal 

conversion of attributes and binning of continues attribute values to make algorithms 

working with improved efficiency (Appendix C).

J48 classifier model is a pruned decision tree in textual form that was produced on the 

full training data. For school dropouts there is only one split which is on the 

Ts_Active5 attribute which denote whether child is actively participate for the 

economic activities. In this case, 92.93% of 16931 training instances have been

classified correctly. This indicates that the results obtained from the training data are

optimistic. More specifically, model’s mean output error and root mean squared error
why the errors are nearly 1 or 0 is0.13 and 0.25 respectively. The 

correctness of its classification.

[„ J48 classifier model built for no schooling, the first split is on the •|s_Active' 
attribute. Then split on 'Religion- which produces tree size of eight according to the 

number of nodes in the tree. Decision tree for no schooling classified 98.98% of

15090 training instances correc 

in the model, mean output error 
ultimately prove that most of the training instanc

reasonare

tly which meant that results are optimistic. Moreover 

is 0.01 and root mean squared error is 0.09 which 

es are classified correctly.
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6233. Bayesian network classifier for School d
ropouts and no-schooling

Naive Bayes classifier gives the 

for school dropouts, 92.40% of 16931 

which is

count of every feature according to class. In this case

training instances have been classified correctly
acceptable for a good model. Also model has very low mean output error and 

q ared error which takes the value 0.09 and 0.22 which indirectly prove 

that correctness of the model is high.

root mean

Bayesian network for no-schooling classified 99.02% of 15090 training instances 

correctly. This indicates that the results obtained from the training data are positive. 

Furthermore, mean output error is 0.01 and the root mean squared error is 0.09 which

support the fact that most of the training instances are classified correctly.

6.2.3.4. K-nearest neighbours for School dropouts and no-schooling

KNN is a method which uses to calculate distance from attributes values in model 

building process. Therefore class label is converted to nominal value before building 

the model (Appendix C).

In this case 91.78% of 16931 training instances have been classified correctly for 

school dropouts. This also indicates that the results are optimistic. In addition model 

shows a mean output error of 0.08 and root mean squared error of 0.28.

Similarly, K-nearest neighbours classified 98.75% of 15090 training instances 

correctly for no-schooling. Also that model has only outputs mean output error of 

0.01 and root mean squared error of 0.11. Therefore most of the training instances are 

classified correctly.

6.3. Solution for Sub Research Question 2:

As the solution for the second sub research question explore the relationship between 

chronic diseases and family income using following steps.

6.3.1. Existing work in this domain
This stud, of Chung .nd co-workers examine the relationship between chronio 

diseases and economic outcome [10]. This wo* has studied socioeconomic srntus on

the general health of individuals. Moreover
diSease stroke, arthritis, diabetes, hypertension, 

heart attack, heart disease, lung disease,

, Chung and others have identified cancer,
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psychological problems, asthma,

major chronic disease, which „„„ h|gh impact ^ ^ ^

study docs not focus on patterns on how chronic diseases

memory loss, learning disability as some of the

affect income.

There is a similar study on this issue in 

health status on economic 

health and economic status the 

population. But, it is i

US [31]. This study has focused on impact of
status statistically. Nevertheless, this has concentrated on

elderly population without working-age 

important to consider family income for a working-age sample 
by consideiing the impact of chronic diseases.

near

This situation is crucial in developing countries such as Sri Lanka. However, there are 

no enough studies on this issue in Sri Lankan context. Therefore, it is important to 

focus on impact of chronic diseases on family income to uplift the quality of the life. 

By Considering these existing works and data available in HIES dataset, initially total 
income for the family is calculated and with the chronic diseases individual members 

having in the family to build the model.

6.3.2. Theoretical Framework

As initial attribute monthly income is calculated using SPSS tool for each family by 

considering main income, main agricultural income, other agricultural income, non- 

agricultural income and other income attributes in the HIES dataset. Then chronic 

disease attribute is integrate with the data model.

6.3.3. Data Modeling

6.3.3.I. Data Preprocessing

After combining different types of income to take the total income we had to remove 

the outliers. According to central bank report income distribution mean income of the 

Rs. 6700 and mean income for the highest category was Rs.lowest category was 

174,376[9].Hence, 

total income in between 

an example if income component 

missing remove those tuples.

by assuming others are outliers remove them and set the range of 

6700-174,376. Also for missing data remove those tuple. For 
missing code or if chronic disease type isare
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6.33.2. Clustering as the data mining technique

Simply, clustering can be defined as finding groups of objects such that the objects in 

a group will be similar or related to one another and different from or unrelated to the

methods can be seen in theobjects in other groups. Two main types of Clustering 

field of data mining: hierarchical method and partitioning methods [30]. Partitioning 
methods relocate instances by moving them from one cluster to another, starting from

initial partitioning. Such methods typically require that the number of clusters will 

be pie set by the user. For this research we have used three algorithms belonged to 

portioning methods which are popular.

an

6.33.2.1. Clustering using Kmean Algorithm

In KMean clustering main idea is to define k number of centers, one for each cluster. 

In there, try to place center as much as possible far away from each other. The next 

step in there is to take each point belonging to a given data set and associate it to the 

nearest center. The first step is completed when no point is pending. Then again 

calculate k new centroids as center of the clusters taking instances from the previous 

step. After having k new centroids, a new binding has to be done between the same 

data set instances and the nearest new center. Iteratively this has been done. Due to 

this cycle, we can identify the k centers that change their location step by step until no 

more changes are done [30].

When measuring cluster validity several numerical measures are applied to judge 

various aspects of cluster validity. As an internal index, Sum of Squared Error (SSE) 

is used in there. SSE is used to measure the goodness of a clustering structure without 
external information. In here we choose 7 clusters where SSE isrespect to

6.78526048886785.When go beyond more than seven clusters we can only see a
of Squared Error. Hence, seven is decided as the optimumsmall change in Sum 

number of clusters is all these three algorithms.

have identified seven clusters. First cluster contain 

17500 and have most of the chronic diseases and 

People with roughly family income range 17500 

and those people also having most of the 

d cluster, Diabetics dominate that one. In the third

Through K-Mean algorithm we 

roughly income range from 6700 to

Blood pressure as the major disease 

to 29000 belong to the second cluster

diseases. When consider the secon

34



cluster, we can see 

are having Blood 

Arthritis.

p pie with roughly income range 29000-43450 and those people 

pressure, Diabetics, Asthma, Heart Conditions/Diseases and 

hird cluster also Blood pressure got the highest number of instances.

are range from 43450-63250, 63250-87000, 
87000-122400 and 125000-170800 where having Blood pressure, Diabetics, Asthma 

and, Blood pressure is the major disease in all these clusters. (Appendix E).

6.3.3.2.2. Clustering using Expectation-Maximization

Expectation-maximization (EM) algorithm is an iterative method for finding 

maximum likelihood. In EM, “the data set is usually modeled with a number of 

Gaussian distributions that are initialized randomly and whose parameters 

iteratively optimized to fit better to the data set [30]”.

We can see four more clusters which

are

Through EM algorithm we have identified seven clusters. First cluster contain roughly 

income range from 6700 to 12800 and have most of the chronic diseases and Blood 

pressure as the major disease. People with roughly family income range 12800 to 

26500 belong to the second cluster and those people also having most of the diseases 

and Blood pressure as the major disease. In the third cluster, we can see people with 

roughly income range 26500-42300 and those people are also having Blood pressure, 

Diabetics, Asthma, Heart Conditions/Diseases and Arthritis. In the third cluster also 

Blood pressure got the highest number of instances 

which are range from 42300-62000, 62000-87000, 87000-130500 and 130500-170800 

where having Blood pressure and Diabetics. Blood pressure is the major disease in all 

these clusters except in last one where it has Diabetics. (Appendix E).

. We can see four more clusters

6.33.2.3. Clustering using MakeDensityBasedClusterer Algorithm

has played a strong role in finding nonlinearDensity based clustering algorithm 
shapes * based o„ ft. density. The intention of these approaches is to identify

“This method can be used forand their distribution parameters.
f arbitrary shape which are not necessarily convex [6]”.

the clusters 

discovering clusters o
have identified seven clusters.MakeDensityBasedClusterer algorithm we

Through
Fit* duster contain roughly income range ^ ^ ^ ^ ^ f„ily

second cluster and those people also

from 6700 to 17900 and have most of the

chronic diseases and Blood pre 

range 17900 to 29200 belong to the
income
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having most of the diseases and Diabetics i 

people with roughly income 

having Blood pressure, Diabetics,

In the third cluster also Blood

is the major disease. In the third cluster, we
range 29200-43250 and those people are also 

Asthma, Heart Conditions/Diseases and Arthritis.

can see

pressure got the highest number of instances. We can
see four more clusters which 

123400 and
range from 43250-62000, 62000-87100, 87000- 

pressure, Diabetics, Asthma and,

are
123400-170200 where having Blood 

Blood pressure is the major disease in all these clusters (Appendix E).

6.4. Summary

Implementation chapter provide the full path in constructing data models for 

addiessing research sub questions. Furthermore this chapter gives detail description 

about using SPSS and WEKA tool to build the data model and attribute selection. 

Next chapter will be on discussion about evaluation.
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Chapter 7
Evaluation

7.1. Introduction

This chapter focuses on how testing strategies carried out for the research sub 

question in terms of the evaluation measurements for the selected data mining 

technique such as percentage of accuracy, TP rate and ROC area for classification.

7.2. Evaluation for Classification

For evaluating a classifier quality we can use confusion matrix. The confusion matrix 

helps us to find the various evaluation measures such as accuracy, recall, and 

precision to evaluate data mining classifiers. These measurements and their definition 

are given in following Table 7.1.

Measure Formula Intuitive Meaning
The percentage of positive predictions that are 
correctly predicted.
The percentage of positive labeled instances 
that were predicted as positive labels.
The percentage of negative labeled instances
that were predicted as negative labels.

TP / (TP + FP)Precision

Recall / 
Sensitivity TP / (TP + FN)

TN / (TN + FP)Specificity
The percentage of predictions those are
correct. _______________

(TP + TN) / (TP 
+ TN + FP + FN)Accuracy

Table 7.1: Evaluation measurements for classifiers

Using aforesaid measurements classifiers provide few set of measures called TP rate, 

FP rate, F-measure and ROC area. TP rate is equal to sensitivity, while FP rate equal 
to one minus specificity. F-measure calculated by precision and recall. The area under 

quantifies the overall ability of the test to discriminate betweena ROC curve
usefulness and uselessness. A truly useless test has an area of 0.5. A perfect test has

having higher TP-rate, lower FP rate andof 1.00. Usually better models 

ROC space close to 1.00.

Comparison of the confusion matrixes and the weighted averages in the classification 

model used for school dropout scenario in sub research question 1 are given in the

following Table 7.2.

arean area
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Technique TP FP Precision Recall F- ROC
Rate Rate Measure

Decision Tree- J48 0.929 0.56 0.935 0.929 0.914 0.684

Bayesian Network
Classifier- Naive 
Bayes

0.924 0.354 0.921 0.924 0.9480.922

K-nearest
neighbors-IBk

0.918 0.342 0.917 0.918 0.917 0.81

Table 7.2: comparison of different classification methods to determine school dropout

Table 7.3 shows that Naive Bayes and IBk have almost equal accuracy measures, but 

IBk having lower value than Naive Bayes. This is critical in ROC Area measure in 

which Naive Bayes has higher accuracy on the school dropout dataset. So, Naive 

Bayes is better method for Schooling-dropouts dataset. Furthermore algorithm IBk 

having almost lower value than J48 except for ROC Area. So J48 is better method for 
school dropout dataset. Moreover, algorithm Naive Bayes having lower value than 

J48 for FP Rate and higher value for ROC Area. So Naive Bayes is better than J48 

method for Schooling-dropouts dataset. Hence, performance of methods can be 

mentioned in ascending order as Ibk , J48 and Naive Bayes.

In schooling-noschooling dataset accuracy parameters have shown in Table 7.3. 

According to the table, J48 and Naive Bayes have almost equal accuracy
in which Naive Bayes has higher accuracy on the

measures

except ROC Area measure 

schooling-noschooling dataset. So, Naive Bayes is the better method for schooling- 
noschooling dataset. Moreover algorithm IBk having lower value than J4S except for 
ROC Area. So J48 is better method for schooling-noschooling dataset. Also algorithm 

IBk having lower value than Naive Bayes except for ROC Area. So Naive Bayes is 

method for schooling-noschooling dataset. Thus, performance of methods
Ibk, J48 and Naive Bayes for schooling-

can
better
be mentioned in ascending order as

noschooling data model.
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Technique TP FP Precision Recall F- ROC
Rate Rate Measure

Decision Tree- J48 0.99 0.931 0.985 0.99 0.986 0.53

Bayesian Network 
Classifier- Naive 
Bayes

0.99 0.931 0.986 0.99 0.986 0.829

K-nearest neighbors- 0.988 0.852 0.984 0.988 0.986 0.85
IBk

Table 7.3: comparison of different classification methods to determine no-schooling

7.3. Evaluation for Clustering

In clustering, time to build the model and within cluster sum of squared errors 

measurement are used to evaluate a data model [19]. To evaluate the accuracy of data 

model, datasets is deployed in Weka tool and then clustering algorithms are applied to 

the dataset with classes to cluster evaluation option.

To decide the number of clusters analyses the within cluster sum of squared errors 

(SSE) measurement as in Table 7.4 by using KMean algorithm. Then project the 

number of clusters with respect to SSE and when SSE become stabilized as in Figure 

7.1, that number of clusters chosen as the number of optimum clusters. Hence, 7 

clusters were selected as the number of optimum clusters in determining relationship 

between chronic diseases and family income.

Number of ClustersWithin cluster sum of squared errors (SSE) 
75.3412485560538
36.08672870118752 ~~
21.59519383130758 ~

13.117956741879242
9.356318638835468 ___________
6.785260488867854 __________ _
5.491883010809618 _

2
3
4
5
6
7
8
94.790596279407836

3.698849855672156 10

Figure 7.4: SSE vs. Number of clusters
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Figure 7.4: Scattered graph of SSE vs. Number of clusters

The time complexity for K-means, EM and MakeDensityBasedClusterer are 

shown in the Table 7.5 .It is shown that K-means has required minimum time to 

make cluster for the datasets in comparison with other clustering algorithms. Hence. 
K-means has maximum accuracy.

MakeDensityBasedClustererEMAlgorithm Kmean
0.548.23Time(seconds) 0.52

Table 7.5: Time taken by clustering algorithms to make clusters for given data set

7.4. Summary

This chapter concludes with test results used to evaluate the data model. Final chapter 
will summarize the overall research and highlights the significance findings of the 

research.
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Chapter 8
Conclusion and Further work

8.1. Introduction

This chapter provides an overview of the research and how we provide the solution to 

address the problem of analyzing citizen profile data which belong to big data

category. Furthermore this chapter focuses of limitations and further work of this 

research.

8.2. Overview of the research

By analyzing citizen profiles of any country including Sri Lanka we can find out the 

issues inherent with their citizen life style. Life style describes the way of living of 

individuals with in households on day-to-day life. Both Asian and European lifestyles 

mainly focus on areas such as income, education, health, communication and 

transportation. Sri Lanka also consider these areas as important fields in describing 

their citizens lifestyles’ according to its’ main financial reports and socio-economic 

indicators and collected data related to them within government institutes. But proper 
analysis was not carried out by the government by using these data to uplift life 

quality. Around the world, there are many examples where developing countries as 

well as developed countries use lifestyle data to identify root causes for a particular 

social or economic issue. There are some case study observations in Sri Lankan 

about these socio-economic issues but realistic solutions are completely 

missing and existing researches are not adequate.

Hence, as a developing country Sri Lankan government must set appropriate future 

development plans to uplift citizen’s life quality by analyzing socio-economic factors 

carefully. Furthermore socio-economic segmentation should be analyzed by paying 

attention to find out hidden pattern behind lifestyle data. To achieve these objectives, 
Household Income and Expenditure Survey (HIES) dataset is used here to analyze 

deeply as it cover core fields in lifestyles targeted by Sri Lanka.

When comparing existing solutions given around the world which 

time statistical based, data mining is identified as a novel approach to analyse with as

ability to analyse big data set

context

are most of the

dynamically and effectively. Once, data mining is
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identified as a best approach to find out hidde 

different data mi
n patterns within this household dataset, 

mining techniques in data mining have been used to address the sub 

research questions. Major paradig in data mining are predictive techniques and 
descriptive techniques according to the output we try to achieve. To determine the 

accuracy of the drawn solution different algorithm within the selected techniq
used and compared their efficiency before selecting the best approach to made the 

conclusions.

ms

ues are

8.3. Problem encountered & limitations

This is a secondary research where we used sample data set from Household Income 

and Expenditure Survey (HIES) of Department of census and statistics. Hence, 

number of research problems we can focus on is limited according to the data 

available with HIES. Also sample size is not enough to give the conclusions in district 
level.

Clustering solution used to explore the relationship between chronic diseases and 

family income shows a less accuracy level when used continues data as family 

income. In the clustering solution, to improve the accuracy level categorical data can 

be used instead of continues data. However, when used categorical data for the 

income we cannot directly identify the distinct clusters within that data set.

8.4. Further work

This research only address two sub research questions attach with citizen profiles. 

Those two questions focus on demographic data, education and health basically.

According to the analytical diagram in Figure 5.1, citizen profiles are based on 

housing, income and expenditure in addition to the areas addressed by this research.
find the hidden pattern such as in power consumption.By addressing those areas 

water demand
rules, classification or clustering like different techniques can be used to according to 

the output we try to achieve. Hence, this research can be extended further to address

different issues in Sri Lankan lifestyle.

can
and demand for different services. For those problems association
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8.5. Summary

This chapter concludes the thesis by describing the solution given with data mining to 

analyze the lifestyle data and how it can be enhance further to improve the level of

accuracy in predicating /exploring lifestyle data to analyze issues attach with citizens’ 
lifestyle.
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j Char Substr{3)
! [^(0Pti°n3<case selection condition)

ran j fesD Qa&J
— y

Figure 9.2: data transformation
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Appendix B
Attribute Selection using SPSS

Likelihood Ratio Teste

Effect Model Fitting 
Criteria

Likelihood Ratio Tests

-2 Log

Likelihood of 
Reduced Model

Chi-Square df Sig.

Intercept 5776.207a 
9245.118b 
5782.583b 
5889.220b 
5778.631b 
5780.354b 
5784.428b 
5789.936b 
6603.556b 
5785.470b 
5898.866b 
5977.752b 
5779.287b 
5803.527b 
5777.901b 
6036.825b

.000 0
Age 3468.912 2 .000
HouseholdSize

District

Sector

6.376 2 .041

113.013 48 .000

2.425 4 .658
Sex 4.147 2 .126

Ethnicity

Religion

ls_Active

HeadSex

8.221 12 .768

13.730 8 .089
827.350 2 .000

9.263 2 .010

FatherEducation 42 .000122.659

201.545 42 .000MotherEducation 
income 
Structure 
Natural_Calamity 
Is III Disable11

3.080 4 .545
20 .12627.321

.42921.694

.0002260.618

Figure 9.3: Likelihood Ratio Test considering schooling and dropouts both

Model Fitting Information

Likelihood Ratio TestsModel Fitting 
Criteria__

Model

Sig.dfChi-Square-2 Log 
Likelihood

13677.353

5776.207
Intercept Only 

Final_______
.0001947901.146

: Model fitting information to represent statistical significance of model
Figure 9.4:
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Appendix C
Preprocessing with WEKA

O Weka L>plo:«r
ISr=

Csk-V j Ckste* J Asssc-t* [S*>d*:ro-«j v!us:«;

__j f OwntAL..r~~i 'Own fie...
J 1 Generate... ‘■l-Crt Si:.. _ _s*-« ■Filer

i_CftMse _ NumeHcToMominal-R 1,3-7,9-10 
Cwrent region 

Rtfateo: dogouil 
Instances: 16321 

Atbiutes

Selected attribute
Ksrc Fa:r«rSa.ca:on 

Kssnj; 0 (0%)
T/pe: tuyere 

LrtC-e: Ore*,}Attributes: 10 D s*xct 2:

Statsbc
"1 ttnwga_____±, --; i*«L_____

v*.«
- -- -- 3D f tone ~| { Irtren ~] f~ Pattern

‘ ‘

c
------------ la .

=r=iicrNo. fie-r.e

pirz: 
$ gs?r
5 ,H*ad5ex

-
O **ka gui.Ge.-ericOb.eetiditcr

Vre5a.f3ars.wtjuper>-s«d.®a'fetaJsr-s:cTe*ir-ntf
About

A filter for turning numeric attributes Into nominal ones.

-:i _lv??riS'.;.J7\,-v.v

9 i3s_BJ>sab!ell .■:lO'LjS^ool^jcatsn

aHrhutelndces jx.>7.9-U| 
debug Yt'n ~ 

nvertS&'eebon FaS*CHI Recode

1 Open... ] I Cams!Status Save... CK
<x -----—— ----—

Figure 9.5: Preprocessing with filters

-E. *CDo Weka Explorer
Preproeta l&ajfofatol&swSeie aftffilMail___________________

[ Openf-'e-”__] [_ CP^LR^;; ~! [_ QwC5..., | j.' Generate"~j •_____Undo____J

Filer____ ____ __________ ________ ___________________________________
| Choose jpiscrctUc-86-M-1.0-R8___________________________________

Ed:... 1 5s.«...

Selected strbute 
Name: neusebo<iStfe 

Kwng: 0 (0V<)

: Status 
Hnsun

Cirrentrelstcn
Reis ton: dr eooutl-.\e'<a. filters .unsuper.isod. al^iute-AwercToNo...

Attributes: 10
T)pe: UitX 

Ur<ue: 0 PS)Cisrvr.: 12Instances: 16931
VaVjeAnrbines

i ! 2] [ Invert j [ Pattern ]a3 ______ fiL_
>83A

MSWTUtl
[Mean

Name
Dstxt

NO. ^j>;i
o weke .gui.Ge ne i kCtjectEdilOfl :----------- 3 Ace
»«ta.Stefs.onsi5>er\«ed.8»tute.IXsaetie

About

An instance filter that dscretces 3 range of numeric 
attnoutes in tie dataset into nominal asrilutes

SSr-z
Ute
MoirierEduMton

3
•t

JZjsHD
"caosb:« )

■zl.
! i -':J •!

ls_U-PAab'el i 
5chool_Educabon

8 attrtutslnices 3L_I?I
b« -1

desrediVe^tORnslanctsPerinterval -10 
AvS-u-dr; Fate 
■SnyeOass Fate 

nvertSe’-eCton Fa'se 
sv*e5nar» Fjj<

j{CZI^-1 Remove

0Status
CX -”

.
uwEguafi eaue-xv False

") r-a^ ;i\[~mZ I )G5| 3J==*—
Figure 9.6: Binning with filters
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* Weln Explorei 
Pfeprocess

Q Open file... j [-cp

I.p*WOTT'llil""...
A'so:';t-1jSdectattributes 1 •.>.>•,;*

1__ ] E® [_ Genera:.in URL.
! T =it... i:Undo Save...Rter

f Chc0It , j NumericToNominal -R last

/ •Current relation

Attributes

Selected attracts
r.JT.«: Sdxoljdacac&n 

Missing: 0 (0V:) T>re: Norand 
Unique: C («%}Bstinct: 2

No. lit*] COTtA3 ][None ][ lil iInvert Pattern
HI i:s

! Mo. Name

----CJS5EL—gg
___3, Religion

!i
:

■ijr Is_Active
__ 5;; Is_DljDis=blell — ' ---------

- s apggm mi:
(j welca.gui.Gener!cObjectEditor

■.veka. fil ter s .unsupervise d. a ttnbu te. NumericTot lominal 
About

A filter for turning numeric attributes into nominal ones.

Cass: SdtooLEduaeon (Not) •r : '.iaia A5:

1T~ I-- Q-

More !:
\ Capabufces

attributelndices last 
debug False 

invertSelection False

!'m
Status

I 108 !OK xC▼

utf Open— ] ? Caned'Save... Ort J

Figure 9.7: Convert class label to nominal for KNN
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Appendix DData Mining with WEKA-Classif,cation
-----Run information ==

Scheme:\veka.cIassifiers.trecs.J48 -C 0 25
Relation: -M2

Instances: 16931 
Attributes: 10 

District
Age
Religion 
Is_Active 
Head Sex 
FatherEducation 
MotherEducalion 
HouseholdSize 
Is_IU_Disablel 1 
School_Education

Test mode:split 66.0% train, remainder test

= Classifier model (full training set) = 

J48 pruned tree

Is_Active= 1:3 (709.0/9.0)
Is_ Active = 2: 1 (16222.0/1270.0)

Number of Leaves : 2

Size of the tree: 3

Time taken to build model: 0.31 seconds

= Evaluation on test split = 
= Summary =

92.9303 % 
7.0697 %

5350Correctly Classified Instances 
Incorrectly Classified Instances 
Kappa statistic 
Mean absolute error 
Root mean squared error 
Relative absolute error 
Root relative squared error 
Total Number of Instances

407
0.5094

0.1374
0.256

67.3125 % 
81.1504 %
5757

= Detailed Accuracy By Class----

Precision Recall F-Measure ROC Area Class 
0.962 0.684 1

0.684 3

TP Rate FP Rate
0.631 0.926 1

0 1 0.369 0.539
0.935 0.929 0.914

1
0.369 0.6840.929 0.56Weighted Avg.

= Confusion Matrix ===

a b <~ classified as 
5112 0| a = I 
407 238| b = 3

Figure 9.8: Decision Tree for School Dropouts
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Run information = -------------

Scheme:weka.classifiers.bayes.NaiveBayes
weka!fijters.unsupervised!ailr!butcUDi^creti2e-B3a-lM-'3lUoe-R2-mer'C^0^0ra'na'

InstocesTS >I693ierV',ed altrlbUle DiSCret'Ze B<,"M ''^
Attributes: 10 

District 
Age
Religion 
Is_Active 
HeadSex 
FatherEducation 
MotlierEducalion 
Households ize 
Is_HI_Disablel 1 
School_Education

Test mode:split 66.0% train, remainder test 

= Classifier model (Hill training set) =

Naive Bayes Classifier

Class
Attribute 1 3

(0.88) (0.12)

District
II 1384.0 160.0

1233.0 169.0
831.0 89.0
701.0 92.0
404.0 65.0
555.0 51.0
919.0 133.0
845.0 90.0
507.0 70.0
573.0 82.0
261.0 44.0
221.0 33.0
241.0 42.0
393.0 57.0
674.0 135.0
708.0 96.0
478.0 46.0
737.0 74.0
497.0 71.0
530.0 61.0
336.0 50.0
572.0 65.0
396.0 50.0
529.0 112.0
461.0 58.0
14986.0 1995.0

12
13
21
22
23
31
32
33
41
42
43
44
45
51
52
53
61
62
71
72
81
82
91
92
[total]
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Age

r'(15.666667-inf)'
[total]

125.0
2753.0 1831.0 

14964.0 1973.0

Religion
1 8525.0 910.0

3087.0 544.0
2059.0 312.0
1290.0 206.0

5.0 3.0
14966.0 1975.0

2
3
4
9
[total]

Is_Active
I 10.0 701.0 

14953.0 1271.0
14963.0 1972.0

2
[total]

Head Sex
1 12579.0 1600.0

2384.0 372.0
14963.0 1972.0

2
[total]

FatherEducation
0 49.0 24.0

175.0 51.0
319.0 113.0
445.0 117.0
629.0 135.0
1012.0 199.0
538.0 118.0
744.0 126.0
1179.0 151.0
793.0 101.0
3152.0 248.0
1309.0 74.0
601.0 23.0
1265.0 49.0
24.0 1.0
261.0 8.0
99.0 1.0
5.0 1.0
3.0 1.0

273.0 117.0
3.0 1.0

2105.0 333.0
14983.0 1992.0

1
2

4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
[total]

MotherEducation
51.0 15.0
121.0 36.0
303.0 108.0
330.0 86.0
530.0 174.0
781.0 215.0
542.0 137.0

0
1
2
3
4
5
6
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7 634.0 124.0
843.0 122.0
951.0 123.0
4172.0 358.0
1660.0 101.0
772.0 35.0
2000.0 55.0
32.0 1.0
288.0 1.0
79.0 1.0
3.0 1.0
2.0 1.0

416.0 186.0
4.0 1.0

469.0 111.0
14983.0 1992.0

8
9
10
11
12
13
14
15
16
17
18
19
20
21
[total]

HouseholdSize
'(-inf-4.75]'
'(4.75-7.5]’
'(7.5-10.25]'
'(10.25-inf)'
[total]

6914.0 802.0
7491.0 1032.0

519.0 133.0
41.0 7.0 

14965.0 1974.0

Is 111 Disable 11
1 457.0 97.0

14506.0 1875.0 
14963.0 1972.0

2
[total]

Time taken to build model: 0.04 seconds

= Evaluation on test split = 
= Summary =

92.4092% 
7.5908 %

5320Correctly Classified Instances 
Incorrectly Classified Instances 
Kappa statistic 
Mean absolute error 
Root mean squared error 
Relative absolute error 
Root relative squared error 
Total Number of Instances

437
0.5992 

0.0949 
0.2278 

46.4906 % 
72.2145 %
5757

= Detailed Accuracy By Class =
Precision Recall F-Measure ROC Area Class 
0.951 

0.681

TP Rate FP Rale 
0.964 0.394
0.606 0.036 
0.924 0.354 0.921

0.948 1 
0.948 3

0.964 0.958
0.606 0.642
0.924 0.922 0.948

Weighted Avg.

= Confusion Matrix----

a b <~ classified as 
4929 183| a= 1 
254 391| b = 3

Classifier for School DropoutsFigure 9.9: Naive Bayes
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-----Run information ===

V\vekaxore.EuclideanDi^cf-R'Lll-teir'A''WekaXOre'neighbOUrSearchXinearNNSearch-A

Relation: dropoutl-weka.fi lte 
Instances: 16931 
Attributes: 10

rs.unsupcrvised.altribute.NumcricToNominal-Rlasl

District
Age
Religion 
Is_Active 
Head Sex 
FatherEducation 
MotlierEducation 
HouseholdSize 
Is_Ill_Disablel 1 
SchoolJEducation

Test mode:split 66.0% train, remainder test

= Classifier model (full training set) =

IB1 instance-based classifier
using I nearest neighbour(s) for classification

Time taken to build model: 0.02 seconds

= Evaluation on test split = 
= Summary =

91.7839% 
8.2161 %

5284Correctly Classified Instances 
Incorrectly Classified Instances 
Kappa statistic 
Mean absolute error 
Root mean squared error 
Relative absolute error 
Root relative squared error 
Total Number of Instances

473
0.5823 

0.0838 
0.2862 

41.0367% 
90.7335 %
5757

= Detailed Accuracy By Class----

FP Rate Precision Recall F-Measure ROC Area Class 
0.955 0.954

TP Rale 
0.955 0.38 0.952

0.62 0.045 0.637
0.918 0.342 0.917

10.81
30.810.6280.62

0.810.918 0.917Weighted Avg.

= Confusion Matrix----

a b <-- classified as 
4884 2281 a=l 
245 400| b = 3

Figure 9.10: K-nearest neighbours for School Dropouts
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Run information ==
Scheme:weka.classifiers.trees.J48 -C 0.25
Relation:

-M2
weka filter, IlTh00lin?"'Veka'fiiterS'UnSUperViSed at,ribule-NlIraericToN

s.unsupervised.allribute.Discretize-B3-M-1.0-Rfirst-lasl
Instances: 15090

ominaI-R13-6-

Atlributes: 6
District
Age
Religion 
Is_Active 
Is_Ill_Disablel 1 
School_Education

Test mode:split 66.0% train, remainder test

= Classifier model (full training set) = 
J48 pruned tree

Is_Active = 1
| Religion = I: 1 (8.0/1.0)
| Religion = 2:2 (11.0/2.0)
| Religion = 3:2 (1.0)
| Religion = 4:2 (0.0)
| Religion = 9: 2 (0.0) 
ls_Active = 2: 1 (15070.0/118.0)

Number of Leaves : 
Size of the tree : 8

6

Time taken to build model: 0.14 seconds

= Evaluation on test split = 
= Summary =

98.9866%
1.0134%

5079Correctly Classified Instances 
Incorrectly Classified Instances 
Kappa statistic 
Mean absolute error 
Root mean squared error 
Relative absolute error 
Root relative squared error 
Total Number of Instances

52
0.101

0.0171 
0.0986 

96.7818% 
100.3851 %
5131

===== Detailed Accuracy By Class =

Precision Recall F-Measure ROC Area Class 
0.991 0.999 0.995
0.375 0.06

0.931 0.985 0.99

TP Rate FP Rate 
0.999 0.94
0.06 0.001 

Weighted Avg. 0.99

0.53 1
0.103 0.53 2

0.986 0.53

== Confusion Matrix = 
a b <-- classified as
5076 51 a=l 
47 31 b = 2

Figure 9.11: Decision Tree for No schooling
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Run information =====

Scheme:weka.classifiers.bayes.NaiveBayes

Instances: 15090 
Attributes: 6 

District 
Age
Religion 
Is_Active 
Is_Ill_Disablel 1 
School_Education

Test mode:split 66.0% train, remainder test 

=== Classifier model (full training set) = 

Naive Bayes Classifier

Class
Attribute 1 2 

(0.99) (0.01)

District
11 1384.0 14.0

1233.0 10.0
831.0 6.0
701.0 2.0
404.0 5.0
555.0 7.0
919.0 13.0
845.0 13.0
507.0 6.0
573.0 2.0
261.0 1.0
221.0 5.0
241.0 1.0
393.0 2.0
674.0 9.0
708.0 5.0
478.0 5.0
737.0 5.0
497.0 5.0
530.0 6.0
336.0 7.0
572.0 4.0
396.0 9.0
529.0 11.0
461.0 1.0
14986.0 154.0

12
13
21
22
23
31
32
33
41
42
43
44
45
51
52
53
61
62
71
72
81
82
91
92
[total]
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Age
'(-inf-10.333333]' 6443.0 68.0
'(10.333333-15.666667]' 5768.0 
'(15.666667-inf)'
[total]

28.0
2753.0 36.0 

14964.0 132.0

Religion
1 8525.0 60.0

3087.0 50.0
2059.0 14.0
1290.0 9.0

5.0 1.0
14966.0 134.0

2
3
4
9
[total]

Is_Active
1 10.0 12.0

14953.0 119.0
14963.0 131.0

2
[total]

Is 111 Disable 11
1 457.0 62.0

14506.0 69.0 
14963.0 131.0

2
[total]

Time taken to build model: 0.06 seconds

== Evaluation on test split == 
= Summary ===

99.0255 % 
0.9745 %

Correctly Classified Instances 5081
Incorrectly Classified Instances 50 
Kappa statistic 
Mean absolute error 
Root mean squared error 
Relative absolute error 
Root relative squared error 
Total Number of Instances

0.1053 
0.0165 

0.0952 
93.5984 % 

96.8788 %
5131

= Detailed Accuracy By Class =

TP Rate FP Rate Precision Recall F-Measure ROC Area Class
0.829 1 

0.829 2 
0.986 0.829

0.991 0.999 0.995
0.5 0.06 0.107

0.931 0.986 0.99

0.999 0.94
0.06 0.001 

Weighted Avg. 0.99

== Confusion Matrix----

b <~ classified as 
5078 3 | a - 1 

47 3 | b = 2

a

Classifier for No SchoolingFigure 9.12: Naive Bayes
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Run information ===

Scheme:weka.cIassifiers.Iazy.IBk -K1-W0 -A
firel-IastV'" ne'ghb°UrSearCh L'n£arN^SearC^ 'A '"weka.core.EudideanDistance -R

Instances: ^5°0S90OOlin82'Weka'f'lterS-UnSupervised-attribu'e-Numei-icToNominal-RIast 

Attributes: 6 
District 
Age
Religion 
Is_Active 
Is_Ill_Disablel 1 
School_Education

Test modersplit 66.0% train, remainder test

= Classifier model (full training set) =

IB1 instance-based classifier
using 1 nearest neighbour(s) for classification

Time taken to build model: 0.03 seconds

= Evaluation on test split === 
= Summary =

Correctly Classified Instances 5067
Incorrectly Classified Instances 64 
Kappa statistic 
Mean absolute error 
Root mean squared error 
Relative absolute error 
Root relative squared error 
Total Number of Instances

98.7527 % 
1.2473 %

0.1737
0.0155

0.1134
87.9197%
115.4595%
5131

=— Detailed Accuracy By Class =

TP Rate FP Rate Precision Recall F-Measure ROC Area Class 
0.996 0.86 0.992 0.996 0.994
0.14 0.004 0.25 0.14 0.179
0.988 0.852 0.984 0.988 0.986

0.85 1
0.85 2
0.S5Weighted Avg.

=== Confusion Matrix =

b <— classified as 
5060 211 a = 1 

43 71 b = 2

a

Figure 9.13: K-nearest neighbours for No schooling
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Appendix EData Mining with WEKA-Clustering
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9.17: EM clustering VisualizationFigure
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Figure 9.18: MakeDensityBasedClusterer clustering Results Window
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