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Abstract

One of the significant anomalies of Efficient Market Hypothesis (EMH) is the 

seasonal effect. The existence of the seasonal effect implies market inefficiency. 

Most of the investors, especially international investors are more concerned with the 

market efficiency. The most common seasonal anomalies are the Day of the week 

effect, Day of the month effect, week of the month and the month of the year effect. 

According to past empirical studies Day of the week is the most talked anomaly 

among those. When the day of the week effect exists, investors can earn abnormal 

profit by buying the stock in low return day of the week and selling them at a higher 

return day of the week.

In Sri Lankan context, all the studies on finding the existence of day of the week 

effects in stock return and volatility in Colombo Stock Exchange (CSE) are 

conducted for the whole market using All Share Price Index (ASPI). As all those 

studies mainly focused on ASPI and no studies focused on sector wise, this study 

examines the same problem focusing two sectors: Hotels and Travels (H&T), 

Investment Trusts (INV) in CSE. The daily returns for each sector over a period of 

two years from 2014 to 2016 are tested using three types of conditional time varying 

models, namely GARCH, EGARCH, and GJR-GARCH. The study finds strong 

evidence for the presence of day of the week effect in stock returns and in volatility 

of the two sectors. Among the five days of the week Thursday returns are negative in 

H&T and it is significantly higher than that of other days of the week. Only Monday 

returns are significant in INV and it is negative. While Monday volatility is 

significantly positive and higher than that of other days of the week in H&T, 

Thursdays and Fridays volatility are significantly different from zero and negative in 

INV.

Key Words: Volatility, Stock Return, All share price index, GARCH, EGARCH, 

Colombo Stock Exchange, Day of the week effect.
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CHAPTER 1
INTRODUCTION

1.1 Colombo Stock Exchange

Share trading is an important aspect of the economy of a country from both the 

industry’s and investor’s point of view. Stock market is the place where the 

secondary shares are issued to fulfill the capital requirements of public companies 

ensuring the continuity of the economic expansion and making opportunities for 

people to earn higher returns for their investments.

The establishment of the current Stock Market of Sri Lanka has a long history and it 

goes back to 19lh century. Share trading in Sri Lanka was initiated in 1896 

under Share Brokers Association (SBA) by British planters in order to find the 

financial requirements for setting up the tea plantation in Sri Lanka In 1904 SBA 

was renamed as Colombo Share Brokers' Association (CSBA). The establishment of 

a formal stock exchange took place in 1985 with the incorporation of the Colombo 

Securities Exchange, which took over the Stock Market from the Colombo Share 

Brokers Association. In 1990, the business was renamed as Colombo Stock 

Exchange (CSE). It currently has a membership of 15 institutions, all of which are 

licensed to operate as stockbrokers. CSE introduced Central Depository System and 

clearing was automated by that. In 1995 CSE headquarters was opened at World 

Trade Centre (WTC), Colombo.

1.2 Stock Market Index

A stock index or stock market index is a mathematical construction which is used to 

measure the value of a section of the stock market or all of the market. It is computed 

from the prices of selected stocks (typically a weighted average). It is a tool used 

by investors and financial managers to describe the market, and to compare the 

return on specific investments.
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In Sri Lanka there are three stock market indexes to measure the performance of the 

CSE:

1. All share price index (ASPI)

2. S&P Sri Lanka 20 (S&P SL20)

3. Colombo Stock Exchange Sector indices (CSE Sectors)

1.2.1 All Share Price Index (ASPI)

The All Share Price Index is one of the principal stock indices of the Colombo Stock 

Exchange in Sri Lanka. ASPI measures the movement of share prices of all listed 

companies. It is based on market capitalization. Weighting of shares is conducted in 

proportion to the issued ordinary capital of the listed companies, valued at current 

market price (i.e. market capitalization). The base year is 1985, and the base value of 

the index is 100. This is the longest and the broadest measure of the Sri Lankan 

Stock market. The ASPI indicates the price fluctuations of shares of all the listed 

companies and covers all the traded shares of companies during the market day.

The ASPI is calculated using the formula;

All share price index = ^

Where,

Market Capitalization = (Current No of Listed Shares of Compan yf) (Market Price*) 

Base Market Capitalization = ^( No of Listed Shares of Compan y*) (Market Pric e*)

Market Capitalization All Listed Companies
x 100

Base Market Capitalization

Base values are established with average market value on year 1985. Hence the base 
year becomes 1985.

Total Market Capitalization in 1985
Opening Base Market Capitalization =

No of Trading Days in 1985
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1.2.2 S&P SL20 Index

The S&P SL20 Index was initiated on 18 June 2012 and was launched in Colombo 

on 26 June 2012. The S&P Sri Lanka 20 seeks to be comprised of liquid and tradable 

stocks for easy and cost effective replication as trading instruments, with possible 

application as index funds and Exchange-Traded Funds (ETFs). Index constituents 

are the 20 largest blue chip companies chosen from the universe of all stocks listed 

on Colombo Stock Exchange. The indices are calculated using a capped market 

capitalization-weighting scheme (capped at 15%). The S&P Sri Lanka 20 is 

calculated in Sri Lankan Rupee. The base period of the S&P Sri Lanka 20 is 

December 17, 2004 and the base value is 1000.

1.2.3 Sector Indices

The listed companies of CSE are divided into 20 sectors and a price index for each 

sector is calculated on a daily basis using the same formula, which is used to 

calculate the ASPI. Each index indicates the direction of the price movement of the 

sector. By referring to these indices investors can get an idea of the stock price levels 

of particular business sectors.

The 20 Business sectors are as follows:

1) Bank Finance and Insurance - (BFI)

2) Beverage Food and Tobacco - (BFT)

3) Chemicals and Pharmaceuticals - (C&P)

4) Construction and Engineering - (C&E)

5) Diversified Holdings - (DIV)

6) Footwear and Textile - (F&T)

7) Health Care -(HLT)

8) Hotels and Travels - (H&T)

9) Information Technology - (IT)

10) Investment Trusts - (INV)

11) Land and Property - (L&P)

12) Manufacturing - (MFG)

13) Motors-(MTR)



14) Oil Palms-(OIL)

15) Plantations - (PLT)

16) Power & Energy - (P&E)

17) Services - (SRV)

18) Stores Supplies - (S&S)

19) Telecommunications - (TLE)

20) Trading-(TRD)

1.3 Background of the study

Whenever a company wants to raise funds for further expansion or settling up a new 

business venture, instead of taking loans, it can issue shares of the company. On the 

other hand, an investor can get part ownership of the company by buying shares. 

This gives him/her a vote at amiual shareholder meetings, and a right to a share of 

future profits. Investors have the ability to quickly and easily sell shares. This is an 

attractive feature of investing in stocks, compared to other less liquid investments 

such as real estate. Most of the investors, especially international investors are more 

concerned with the market efficiency.

The term ‘Efficient Market5 which was first introduced by Fama (1970), refers to a 

market that adjusts rapidly to new information. After his introduction of this term, 

there has been number of attempts to seek the consistency of the Efficient Market 

Hypothesis (EMH) which asserts that the current stock prices fully reflect all 

available information about the value of the firm, and there is no way to earn excess 

profits, (more than the market overall), by adopting a certain trading strategy. The 

term “all available information55 gives three versions of the EMH as weak form 

efficiency, semi strong form efficiency and strong form efficiency.

The EMH holds since the investors react instantaneously to any informational 

advantages they have thereby eliminating profit opportunities. Thus, prices always 

fully reflect the information available and no profit can be made from information 

based trading (Lo and MacKinley, 1999). This leads to a random walk where the 

more efficient the market, the more random the sequence of price changes.
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However, it should be noted that the EMH and random walks do not denote the same 

thing. A random walk of stock prices does not imply that the stock market is efficient 

with rational investors. That is, existence of the random walk of stock prices is a 

necessary condition to have an efficient market. The contrapositive of this statement 

gives a method to check the efficiency of the market. That is, if there does not exist a 

random walk of stock prices, then market is not efficient.

Predictability of asset returns plays a vital role in a stock market as it makes 

investment decisions easy and much profitable. Fundamental Analysis and Technical 

Analysis are the two main strands of investment decisions. Fundamental Analysis 

involves analyzing the economic factors or characteristics of a company, namely, 

company value, company earnings, etc. in order to estimate the intrinsic value of a 

company while Technical Analysis focuses on price movements and trading volume 

in the market.

One of the significant anomalies of EMH is the seasonal effect. The existence of the 

seasonal effect implies market inefficiency. Seasonal anomalies are reported by 

researches for developed as well as emerging stock markets. But, most of the studies 

were conducted on developed countries. The most common seasonal anomalies are 

the Day of the week effect, Day of the month effect and the month of the year effect. If 

the seasonal effects are well-known and systematic in the stock markets, then 

investors can have useful clues regarding their investment decisions. Therefore, if 

investors have this knowledge they can adjust their portfolios by considering these 

variations in the stock returns.

According to past empirical studies. Day of the week is the frequently studied 

anomaly among the seasonal anomalies. This study seeks to test whether the day of 

the week effect exists in selected sector of the Colombo Stock Exchange. When the 

day of the week effect exists, investors can earn abnormal profit by buying the stock 

in low return day of the week and selling them at a higher return day of the week.
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1.4 Research Problem

Stock market is a very important section in a country. The more the stock market 

developed, the more the economy of the country developed. Stock market will be 

developed when investors invest much in the stock market. The more the investors 

invest in the stock market the more they gain the profit for their investments. Thus, to 

earn much profit investors have to use different strategies and methods. Since the 

Colombo Stock Exchange is not even touch the weak form efficiency as a share 

market, share prices are not reflect all available information through their prices. 

Hence, if investors know which day of the week has low return and which day has 

the higher return then investors have an opportunity to earn abnormal gains through 

close-fitting the historical share prices. Consequently this research will investigate 

whether there is a relationship between historical prices and the Day of the week 

effect in selected sector of CSE.

1.5 Objective of the study 

Main objective:

Examine each sector of Colombo stock Exchange in Sri Lanka for the existence of 

Day of the Week Effect in daily return and volatility.

To achieve the main objective, the study focuses on the 

Sub objectives:

> Examine the existence of Heteroscedasticity in each sector;

> Find the best fitted model for each sector.

1.6 Significance of the study

In Sri Lankan context all the studies on finding the existence of day of the week 

effects in CSE are conducted for the whole market using All Share Price Index 

(ASPI). This study examines the same problem focusing the sectors of the CSE. The 

major contributions of this study to the literature will be two fold. First, it will be the 

first study that focuses on sectors of CSE to examine the existence of Day of the
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Week Effect. Second, it will be an extension of the existing methods to find the 

existence of day of the week effect which can be used in future studies.

1.7 Data Collection

The study relied on secondary data, which was obtained from the records at Colombo 

Stock Exchange. Data for the ten year period from 6lh November 2006 to 4th November 

2016 are collected. The data series is comprised of daily stock market closing prices (All 

share price index for sectors) of all the sectors which are listed at the CSE as at 4th 
November 2016.

1.8 Outline of the rest of the Chapters

The detailed literature review related to this study is given in chapter 2.The details of 

the analytical framework are provided in chapter 3. All theories which are related to 

each method that will be used to analyse data are given in this chapter. The results 

obtained from employing the fitted model for the data for each sector are illustrated 

in chapter 4. The overall outcome of the data analysis is explained in the last part of 

the chapter. The major findings of the study are distilled in the final chapter (Chapter 

5) of the thesis. The results are compared with previous studies and any differences 

and similarities are explained. The limitations of the study are also discussed and 

suggestions are provided for further research as well.
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CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

Both the theoretical framework and the empirical literature on day-of-the-week effect 

of stock return and volatility are presented in this chapter. Theoretical framework 

focusing on the Efficient Market Hypothesis, Random Walk Theory, Trading Time 

Hypothesis and the Calendar Time Hypothesis are covered. Review of empirical 

literature is also covered in this chapter.

2.2 Theoretical Frame Work

This section examines theoretical foundation where the following theories are 

discussed: Efficient Market Hypothesis of Fama (1970), Random Walk Theory of 

Samuelson (1965), Trading Time and the Calendar Time Hypothesis of French 

(1980).

2.2.1 Efficient Market Hypothesis

Efficient Market Hypothesis (EMH) which asserts that the current stock prices fully 

reflect all available information about the value of the firm and there is no way to 

earn excess profits, (more than the market overall), by adopting a certain trading 

strategy. All available information includes not only past stock prices but also every 

publicly amiounced information of the company and evenly private information 

about the company. The efficient market hypothesis is associated with the idea of a 

random walk which characterizes price series where all subsequent price changes 

represent random departures from previous prices (Malkiel, 2003). The logic behind 

the random walk idea is that if the flow of information is unhindered and information 

is immediately reflected in stock prices, then tomorrow’s price change will reflect 

only tomorrow’s news and will be independent of the price changes today. Fama 

(1970) categorized market efficiency into three forms: weak form, semi-strong form 

and strong form of market efficiency according to the term “all available 

information”.

8



Weak Form Efficiency

The weak form of the efficient markets hypothesis asserts that the current stock price 

fully reflect information which are related to the past sequence of stock prices only. 

That is, nobody can detect mis-priced securities and outperform the market by 

analyzing past prices. The weak form of the hypothesis got its name as stock prices 

are the most public as well as the most easily available pieces of information. Thus, 

nobody should be able to profit from using something that “everybody else knows”. 

On the other hand, many financial analysts attempt to generate profits by studying 

exactly past stock price series and trading volume data, ingrowing the validity of this 

this hypothesis. This technique is called technical analysis.

Semi-strong Form Efficiency

The semi-strong-form of efficient market hypothesis suggests that the current price 

fully reflects all publicly available information. Public information includes not only 

past stock prices, but also data reported in a company’s financial statements (annual 

reports, income statements, etc.), earnings and dividend announcements, announced 

merger plans, the financial situation of company’s competitors, expectations 

regarding macroeconomic factors (such as inflation, unemployment), etc. In fact, the 

public information does not even have to be of a strictly financial nature. For 

example, for the analysis of pharmaceutical companies, the relevant public 

information may include the current (published) state of research in pain-relieving 

drugs.

Strong Form Efficiency

The strong form of efficient market hypothesis states that the current price fully 

reflects all existing information, both public and private (inside information). The 

main difference between the semi-strong and strong efficiency hypotheses is that in 

the latter case, nobody should be able to systematically generate profits even if 

trading on information not publicly known at the time. In other words, the strong 

form of EMH states that a company’s management (insiders) should not be able to 

systematically gain from inside information by buying company’s shares ten minutes 

after they decided (but did not publicly announce) to pursue what they perceive to be

9



a profitable acquisition. Similarly, the members of the company’s research 

department should not be able to profit from the information about the new 

revolutionary discovery they completed half an hour ago. The rationale for strong- 

form market efficiency is that the market anticipates, in an unbiased manner, future 

developments and therefore the stock price may have incorporated the information 

and evaluated in a much more objective and informative way than the insiders. Not 

surprisingly, though, empirical research in finance has found evidence, that is 

inconsistent with the strong form of the EMH.

2.2.2 Random Walk Theory

Samuelson (1965) proposed the random walk theory by arguing that in competitive 

markets there is a buyer for every seller and if one could be sure that a price will rise, it 
would have already risen. He concluded that competitive prices must display changes 

overtime that follow a random walk with no predictable bias.

Dupernex (2007) pointed out that the idea of stock prices following a random walk is 

connected to that of the EMH, where the more efficient the market, the more random 

the sequence of price changes which leads to a random walk. Further he pointed out 

that the EMH and random walks do not amount to the same thing and random walk 

of stock prices does not imply that the stock market is efficient with rational 

investors.

Poshakwale (1996) stated that random walk is used to refer to successive price changes 

which are independent of each other. In other words, tomorrow’s price changes as well 
as tomorrow’s price cannot be predicted by looking at today’s price change. That is 

Pt+1 — Pt is independent of Pt — Pt^x, Thus there should be no trends in price changes. 

Poshakwale (1996) further states that random walk theory for share prices reflects a 

securities market where new information is rapidly incorporated into prices and where 

abnormal returns or excess returns cannot be made by spotting trends or trading on new 

information.
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2.2.3 The Trading Time and Calendar Time Hypothesis

French (1980) proposed both the trading time and calendar time hypothesis where 

the former asserts that returns are generated only during active trading and the daily 

returns should be same for every trading day of the week; and the later asserts that 

returns are generated continuously and since the time between the close of trading on 

Friday and the close of trading on Monday is three days, Monday returns should 

reflect returns for three days and should be three times higher than other week day 

returns.

Ball, Torous and Tschoegl (1982) noted that the trading time hypothesis implies an 

identical return distribution across all trading days and calendar time hypothesis 

takes into account the presence of the weekends and implies that the mean and 

variance of the return following these periods should be significantly higher.

Lakonishok and Levi (1982) noted that the trading time hypothesis asserts that the 

stock returns are equal on different days while Calendar time hypothesis asserts that 

higher expected returns on Monday to compensate for the longer holding period.

2.3 Empirical Review
2.3.1 International Studies on Day of the Week Effect

Cross (1973) examined the relationship between price changes on Fridays and 

Mondays as well as the distribution of the price changes. The study aimed to 

determine non-random movements in stock prices. The population of the study is the 

Standard & Poor’s Composite Stock Index where a sample of 844 sets of Fridays and 

following Mondays from January 2, 1953 through December 21, 1970 for which the 

NYSE was open on both days is drawn. The study observed that the index performed 

better on Fridays than on Mondays.

Poshakwale (1996) examined the weak form efficiency and the day of the week 

effect on the Bombay Stock Exchange using daily BSE national index data for the 

period 1987 to 1994. The study utilized descriptive statistics to tests the hypotheses: 

the prices on Indian Stock market follow a random walk, the Indian stock market is 

efficient in weak form and that there is no difference in the returns between the days

r:
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of the week. Findings showed that the prices of BSE do not follow a random walk. 

Further the findings indicated that the average returns are different on each day of the 

week.

Muhammad and Rahman (2010) empirically investigated the presence of weekend 

effect in stock market return for the period of January 1999 to December 2006 for 

Kuala Lumpur Composite Index. The study was both descriptive in nature and a 

longitudinal study as it focused on more than one point in time. Log different was 

used to compute daily returns and ordinary least square method to estimate the day of 

the week effect. Findings indicated that the day of the week effect was present in the 

Malaysian market.

Abbas and Javid (2015) aimed to test the existence of Day of the week anomaly in 

market return volume and volatility in SAARC countries. The study measured the 

existence of market anomalies with respect to daily closing market index value from 

1999 to 2014 for Pakistan, India, and Sri Lanka and from 2006 to 2012 for 

Bangladesh. Results reported day-of-the-week effect in return and volumes for all 

markets except India. In Pakistan, there are observed positive volatilities on Monday 

while negative volatilities on Wednesday, Thursday and Friday. In case of India, 

interestingly, although no day of week effects is found but there are seen positive 

volatilities on Monday while negative volatilities on all other days of week except 

Friday. In Bangladesh there are seen positive volatility effects on Monday and 

Sunday and on ail other day negative volatility. In Sri Lanka there are found positive 

Monday effect while negative on Tuesday and Thursday. One common effect is 

positive Monday and negative Friday volatilities in all markets.

Valentina and Oprea (2014) studied the evolution of stock indices: Bucharest 

Exchange Trading - Composite Index (BET-C) and the Dow Jones Global Total 

Stock Market Index (DWG) between 2005 and 2011. They found that the seasonality 

of day return is present on the Romanian stock market due to the existence of 

seasonality in the risk-return relationship by applying OLS and GARCH(1,1) 

models.
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Octavio Maroto Santana and Alejandro Rodriguez Caro (2006) studied the evolution 

of stock indices from the European markets: Germany, Austria, Belgium, Denmark, 

Spain, France, The Netherlands, Italy,Portugal, The United Kingdom, The Czech 

Republic, Sweden and Switzerland between 1997 and 2004. They found days with 

higher and lower returns on every market.

Berument and Kiymaz (2003) have conducted a research on the day of the week 

effect on stock market volatility and volume for the period of 1998-2002. Data 

consisted on daily prices of different stock returns. They used ARCH & GARCH and 

QMLE models in their study their results show that highest volatility occurs on 

Monday for Germany and Japan, on Fridays for Canada and United States and 

Thursday for United Kingdom. The results also shows that market with high 

volatility have lowest trading volume.

Daw Tin Hla, Chandana Gunathilaka and Abu Hssan Md Isa (2015) examine the 

presence of day-of-the-week effect in returns on four indices: Kuala Lumpur 

Composite Index (KLCI), Mid70 Index, Top 100 Index and EMAS index of Bursa 

Malasia. The daily returns over a period of 18 years from 1996 to 2014 are tested 

using both parametric and non-parametric statistics and found strong evidence for the 

existence of day-of-the-week effect on returns. Monday returns are negative; Friday 

returns are positive and significantly higher than that of other week days. Also found 

no evidence for random walk hypothesis.

2.3.2 Local Studies on Day of the Week Effect
In the Sri Lankan context, day-of-the-week effect is performed in few studies on the 

Colombo Stock Exchange.

Deysappriya (2014) used OLS regression and GARCH(1,1) models to investigate the 

day of the week effect on stock return of the Colombo Stock Exchange(CSE) using 

ASPI index between 2004 and 2013. In his study he found that the average stock 

return on Friday is significantly higher than the other days of the week and also 

revealed that the negative Monday effect. Athambawa (2015) made a similar
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conclusion in line with Deysappriya by employing OLS regression to ASPI index 

from 2004 to 2015.

Thushara (2013) tested day of the week effect in CSE using both OLS model and 

GARCH (1,1) model and found that there is a Thursday, Wednesday and Friday 

effect in the stock returns for the period of 2002 to 2011.

Narasinghe and Perera (2015) examine the day of the week effect anomaly within the 

Sri Lankan stock market for the period from 2004 to 2013 using the All Share Price 

Index (ASPI). The results demonstrate that, Day of the week effect exists by 

applying one sample t- test in the CSE and positive Friday and negative Monday.

2.4 Chapter Summary

Day of the week effect on stock returns have been extensively documented for 

different stock markets around the world and have yielded different results for 

different countries depending on the specific time-period chosen as well as the 

choice of model with which the effect was examined hence more studies in these 

area to study these anomalies.

The study conducted by Poshakwale (1996) provides empirical evidence on weak 

form efficiency and the day of the week effect in Bombay Stock Exchange. 

Muhammad and Rahman (2010) indicated that the day of the week effect was present 

in the Malaysian market. Abbas and Javid (2015) examine the existence of Day of 

the week anomaly in market return, volume and volatility in SAARC countries and 

reported day-of-the-week effect exists in return and volumes for all markets except 

India. Valentina and Oprea (2014) studied the indices: Bucharest Exchange Trading 

- Composite Index (BET-C) and the Dow Jones Global Total Stock Market Index 

(DWG) and found that the seasonality of day return is present on the Romanian stock 

market. Octavio Maroto Santana and Alejandro Rodriguez Caro (2006) studied the 

evolution of stock indices from the European markets and found days with higher 

and lower returns on every market. Kiymaz and Berument (2003) have conducted a 

research on the day of the week effect on stock market volatility and volume and
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results show that highest volatility occurs on Monday for Germany and Japan, on 

Fridays for Canada and United States and Thursday for United Kingdom. Daw Tin 

Hla, Chandana Gunathilaka and Abu Hssan Md Isa (2015) examine the presence of 

day-of-the-week effect in returns on four indices in Malaysian stock market and 

found that Monday returns are negative; Friday returns are positive and significantly 

higher than that of other week days. Also found no evidence for random walk 

hypothesis.

Deysappriya (2014) investigate the day of the week effect on stock return of the 

Colombo Stock Exchange and found that the average stock return on Friday is 

significantly higher than the other days of the week and also revealed that the 

negative Monday effect while Athambawa (2015) made a similar conclusion in line 

with Deysappriya. Thushara (2013) tested day of the week effect in CSE reported 

that there is a Thursday, Wednesday and Friday effect in the stock returns, 

Narasinghe and Perera (2015) examine the same thing in the Sri Lankan stock market 

and reported that, day of the week effect exists.
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CHAPTER 3
METHODOLOGY

3.1 Introduction

The steps and approaches which are followed in the proposed study are presented in 

this chapter. Specifically the research design, statistical models, tests and statistical 

techniques which are used to analyze the data are discussed. In addition, descriptive 

statistic terms are also introduced in this section to provide a general understanding 

about the data sets.

3.2 Research Design

In this study first, basic OLS model is fitted by taking dummy variables for each day 

of the week as independent variables and return as the dependent variable. Then the 

fitted model is tested for ARCH effect. (See figure 3.1) If the ARCH effect is not 

present in the data set then the fitted model is tested for auto correlation of the 

residuals and if residuals are not auto correlated then the fitted model is tested for 

normality of the residuals. If the residuals are normally distributed then accept the 

model as the best model that describes the data set.

If the residuals are auto correlated then the model will be modified until the 

residuals are not auto correlated by introducing lag values of the dependent variable 

into the regression model and then the fitted model is tested for normality of the 

residuals. If the residuals are normally distributed then accept the modified model as 

the best model that describes the data set.

If the ARCH effect is present in the data set then a model from GARCH, EGARCH 

or GJR-GARCH family are fitted until there is no ARCH effect and no auto 

correlation of the residuals and the residuals are normally distributed.

3.3 Descriptive Statistics 

3.3.1 Skewness
Skewness measures the symmetric/asymmetric dispersion of data around the mean 

level of a given data set. When skewness index is zero then data set dispersed
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around the mean symmetrically. Positive and negative skewness can be identified by 

analysing the tail of correlogram as if it is right tail; distribution is positively skewed 

in contrast if it is left tailed distribution is negative skewness.

Basic
OLS Model

Accept the Model
4

-. Yes

NoHeteroscedasticity
Test

NoAuto Correlation 
Test

» Normality Test* **

1 'Yes -Yes11
i v

No1'

GARCH/GJR-G ARCH/EG ARCH 
Model

Modified Model4 4

Figure 3.1: Algorithm of fitting the models

3.3.2 Kurtosis
This measures the peak of the data set. If the kurtosis is higher, then the distribution 

tends to have a peak within the limits of mean, conversely low kurtosis signifies 

spread of data over wider area. Theoretically, if the kurtosis is greater than 3, it 

implies deviation of data set from normality conditions. This means data set tends to 

have more extreme values.

3.3.3 Time Series Analysis
Time series analysis is a collection of data wftich is collected in sequential points in 

time. It can be continuous or discrete depending on the sequence of data collected. 

In time series the distance between two data points is same.

A significant feature in time series analysis is that the stationary condition. 

Therefore, before further analysis on time series models stationary conditions should 

be examined. There are three main properties in stationary process,

> Mean constant over the time

> Variance constant over the time
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> Covariance between two time periods is only depending on lag between two 

periods of time

3.4 Unit Root Test

Unit root is an indication of the stationary of a series. The existence of a unit root 

indicates that the series is not stationary while none existence of a unit root indicates 

that the series is stationary. Therefore, in a unit root test, the hypotheses that are 

tested is as below,

H0: Time series is non - stationary (There is a unit root) 

Hi: Time series is stationary (There is no unit root)

yt = a0 + axyt^ + a2yt-2 + - + avyt-P + £t

Above mentioned stochastic process {yt} is called as an autoregressive process of 

order p. It can be also denoted as AR(p) and et represents the white noise. 

yt - aiyt-i - oc2yt-2 - ■■■- aPyt-P = c + et
Alternatively, it can be represented with lag operator B, as below,

(l - cc-tB - a2B2 ------- avBv)yt = c + st;

where Bfc(yt_fc) = yt-k for k = 1,2,... k

Let 4>p(B) = 1 - UiB - a2B2 - 

The AR (p) process is said to be stationary if the roots of Op(R) lie strictly outside 

the unit circle. Then {yt} is said to be stationary. Op(£) is also known as the 

characteristic polynomial of AR (p) process.

- apRp

3.4.1 Dickey-Fuller (DF) test

Dickey Fuller test is used to test whether there exists a unit root in the autoregressive 

model. This test was found by Dickey and Fuller in 1979.

yt = aiyt-i + £t

yt = + aiyt-i + £t
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Test Statistic:

t ratio of the least-squares (LS) estimate of a1 under the null hypothesis.

_ g-iyt-itt
std(fia)

i.e.DF = t ratio =
Vejzt^yt-1

where aa - . a _ Z?=i(y£-aiyt-i)2 ,y0 = 0 and n is the sample size.e — n-l

Hypothesis:

H0: = 1

Hx: «! < 1

Conclusion:

If DFestimated < DFcriticai reject the null hypothesis at a level of significance.

As an extension of the Dickey-Fuller test, Augmented Dickey-Fuller (ADF) test was 

introduced which removes the structural effects in the series.

3.4.2 Augmented Dickey-Fuller (ADF) test

As clear from the name, this test is an augmented version of the Dickey-Fuller test 

for larger and more complex time series models. This test is useful if the series is 

correlated at higher order lags and the assumption of the white noise disturbance £t 

is violated.

A parametric correction for higher order correlation has been done by the ADF test 

in these situations by assuming that y series follows a AR (p) process. In this test p 

lagged difference terms of the dependent variable is added to the right hand side of

the
p

A yt = ct + Pyt-i + ^ Pi Ayt-i + £t
i=i

where ct is a deterministic function of the time index t and Ayt= yt - is the 

differenced series of yt. In practice, ct can be zero or a constant orct = oj0 + a>xt.
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Test Statistic:

t ratio of the least-squares (LS) estimate of /? under the null hypothesis.

P-ii.e.ADF = t ratio =
std(p)

Hypothesis:

H0:/? = l
Hi:/?<1

Conclusion:

If ADFestimated < ADFcritical reject the null hypothesis at a level of significance.

3.5 Testing the existence of Volatility Clusters

Volatility clustering is one of the main characteristics exist in volatility. This implies 

that the existence of the strong autocorrelation of the squared returns. Therefore, 

first order autocorrelation of the squared returns can be used to test the volatility 

clustering. Box-Pierce LM test is used for this purpose.

In this test,

lsl order autocorrelation in squared returns is given by,

„ Et=2 rt2rt-l 
Yi =

Then the Box-Pierce test statistic is given by

Q(l) = UYi

Where n is the number of observations.

Test Statistic:

Q(l)~Xi (Chi-squared with 1 degrees of freedom)

Hypothesis:
H0: There’s no autocorrelation in squared returns (no volatility clusters)

Hx: There exist an autocorrelation in squared returns. (There exist volatility clusters)
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Conclusion:

If Xestimated > Xcriticai reject the null hypothesis at a level of significance.

This is not a very robust test. But the results of the above test can be enhanced 

through some adjustments to the series. If the above test suggests that there exist no 

volatility clustering, then it needs to be checked whether the low volatility clustering 

is due to the large negative returns. This is because the above test checked for the 

chi-squared distribution (more suitable for large positive returns). This can be 

analysed using the skewness and kurtosis as well.

3.6 Testing the presence of asymmetry in volatility clusters 

In some situations, some equity markets tend to show an asymmetry in volatility 

clustering. As mentioned above this will be happened due to the increase of 

volatility more, when stock prices are falling than the stock price decrease by the 

same amount. Therefore, depending on the symmetry/ asymmetry of the volatility 

clusters, an appropriate GARCH model (volatility model) needs to be selected in 

order to obtain the correct results. If a symmetric GARCH model is used in a place 

where there is asymmetric volatility clusters present, then it will lead to unreliable 

results. Therefore, testing asymmetric nature in volatility is very important.

The asymmetry of the volatility can be detected by the autocorrelation between the 

yesterday’s return and the today’s squared return. This is because when asymmetry 

present, the volatility will be higher following a negative return than following a 

positive return.

Yt=2rtrt-1
V =

V^?= 2 ?C4 * £?= 2 Tt-1

If the above mentioned autocorrelation (v) is negative in value or the Box-Pierce test 

statistic corresponds to the above function is significantly different from zero, then it 

implies the existence of the asymmetry in volatility.
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3.7 Basic OLS Model

Most of the previous studies (French 1980, Berument 2003, Khanthavit 2016) are 

extensively employed the standard OLS methodology by regressing returns on five 

daily dummy variables to investigate the day of the week effect in returns as 

follows:

rt — Mi Al + M2 &2 + M3 ^3 + £4 D4 + fis D5 + et; et~N(0, o'2)------- (1)

Where,

rt - log return of the sector index (ASPI) of the day; 

Dx — dummy variable for Monday;

D2 - dummy variable for Tuesday;

D3 - dummy variable for Wednesday;

D4 - dummy variable for Thursday;

D5 — dummy variable for Friday;

1; if the obsevation is on ith trading day of the week
Di =

0; otherwise

This methodology assumes the following assumptions on the residuals:

1) Residuals are not auto correlated

2) Residuals are homoscedastic

3) Residuals are normally distributed

If the above assumptions are not fulfilled then results obtained using this model may 

be invalid.

3.8 Modified OLS Model
Fail to meet the first assumption can be solved by introducing lagged values of the 

return variable in the regression equation as used in the studies conducted by 

Berument and Kiymaz (2003) and Rodriguez (2012).

Then the model is expressed as:
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n -lhD1+ n2 D2 + n3 D3 + m + n5 Ds + £ rt_, + et; et~N(0,a2)
1 = 1

3.9 AR(p) Model

rt = 0o + 0i r£_x + 02 rt_2 + ... + 0p rt_p + st; £t~A/(0,ff2)

3.10 MA(q) Model

rt - 0o - 0i £t-i ~ 02 £t-2------- 0P et-<? ; £t~N(0, cr2)

3.11 ARMA(p,q) Model
p q

n = 00 + ^ 0i rt-i - ^ 0; £t-i+ £t; £t~W(0,cr2)
i=l i=l

3.12 ARCH/GARCH Model

If the second assumption is not fulfilled, variance of the residuals is heteroscedastic. 

As a solution to that, Autoregressive Conditional Heterosecdasticity (ARCH) 

models are proposed by Engle (1982) and these models are built by expressing the 

conditional variance as a function of past squared errors in order to address the 

variability in the variance of the residuals. The generalized version of these models 

(GARCH) is introduced by Bollerslev (1986) and modeled the conditional variance 

linear function of past squared errors and lagged value of the variance itself.as a
Then the model is expressed as:

rt = ^ Dt+ H2 D2 + j“3 °3 + H4D4+ Us D5 + ^ Jf_i + £t 

where et = otet\ et~N(0,1)

i=l

P

Pk ot-k
q

2 = A0 + Ax D1 + A2 D2 + A4 D4 + A5 D5 + £ «; £t~j +and (Tt4
fc=i;=i
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3.13 EGARCH Model

The exponential GARCH or EGARCH model was first developed by Nelson (1991) 

and the model is given by:

n

n = Ml Di + II2 D2 + n3 D3 + ii4 D4 + fis Ds + Oi rt_i + et 

where et = <rtet;et~N(p, 1)

and In <rt2 = A0 + ^ + A2 D2 + A4 D4 + As Ds + £ a} ^

i=l

f Xy
l°t-y|7=1

Q

+ ^ Pk In of-fc
fc=l

3.14 GJR-GARCH Model

The GJR-GARCH model was introduced by. Glosten. Jagannathan and Runkle 

(1993). It extends the standard GARCH (p.q) and it is similar to EGARCH model. 

Main GJR- GARCH model is also capable of capturing asymmetric volatility 

clusters in the conditional variance equation.

GJR- GARCH (p,q) model is defined as:

rt = fa £>! + [i2 D2 + M3 ^3 + ^4 ^4 + Us £5 + E?=i &i rt-i + 

where £t = otet\ et~N(0,1)
q

and cjt2 = T0 + Dx + T2 D2 + A4 D4 + /l5 D5 + ^ <Xj£t-j + Yjl

7=1

v
^ pk o}_k ++
k—1

l ; £t-i < 0
where /t_j =

0 ; et-i ^ 0
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3.15 Residual Analysis

3.15.1 Tests for Auto Correlation

Residuals obtained from OLS regression model is used to test the autocorrelation of 
the residuals. There are two tests which are widely used to test the autocorrelation. 

Fist is Durbin-Watson test and second is Ljung-Box Test. When the explanatory 

vaiiables include a lagged dependent variable the Durbin-Watson test statistic is 

biased towards 2 and therefore it is not a valid test for autocorrelation. Therefore in

this study Ljung-Box Test is used to test the autocorrelation.

Ljung-Box Test

This test is based on the autocorrelation coefficients proposed by Ljung-Box (1978) 

and test statistic is computed as:
m „

Q(rri) = n(n + 2) ^ —— 
jL-i n —
k=l

£t=/c+l £t£t
and n is the number of observations.where yk = v n p 2

Test Statistic:

Q(rri)~Xm-(p+q) (Chi-squared with m - (p + q) degrees of freedom)

Hypothesis:
H0: There is no autocorrelation between residuals 

Hj: There is autocorrelation between residuals

Conclusion:
If Xestimated > X?rUical ^ the ml11 h>'P0thesiS 3t a level of significance.

3.15.2 Tests for Hetcroscedasticity

Two tests are available to 
known as the ARCH effects. The first test is to apply White’s test to the residuals.

check for Conditional heteroscedasticity, which is also
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The second test for conditional heteroscedasticity 

Engle (1984).
is the Lagrange multiplier test of

White Test 

Regression Model:

Following 1 egression will be employed using the residuals obtained from the initial 
regression.

i-i>+£
i=1 7=1

5
^ Pirt-i + vt

i=1
Yin-i +

Compute RaUX from the above auxiliary regression.

Test Statistic:

nRi ~Xp (Chi-squared with p degrees of freedom)aux

Hypothesis:

H0: Variance of the residuals is homoscedastic. 

Hi. Variance of the residuals is heteroscedastic.

Conclusion:

If Xestimated > Xcriticai reject the null hypothesis at a level of significance.

ARCH - LM Test 

Regression Model:
Following regression is employed using the residuals obtained from the initial 

regression.

v
£t = Yo + Yj Yi£t-i

is computed from the above auxiliary regression.

Test Statistic:
(n - p)R2aux~Xp (Chi-squared with p degrees of freedom)

i=1
p 2lxaux
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Hypothesis:

H°: Variance of the residuals is homoscedastic. 

Ha: Variance of the residuals is heteroscedastic.

Conclusion:

^ Xestimated ^ Xcritical rejoct the null hypothesis at cl level of significance.

3.15.3 Test for Normality

The normality of the residuals is tested using the Jarque-Bera test for normality. This 

test measures the skewness and kurtosis of the residuals compared to the normal 
distribution.

Jarque-Bera test

Ks2 + M!)Test statistic is: L =

Where S: Skewness 

K\ Kurtosis

N: Number of observations 

Test Statistic:

Under the null hypothesis L~xl (Chi-squared with 2 degrees of freedom)

Hypothesis:

H0: Residuals are normally distributed 

H-^: Residuals are not normally distributed

Conclusion:
If xlstimatea > xtriticai reject the null hypothesis at« level of significance.

3.16 Information Criteria

Akaike’s Information 

used in order to compare two 
models with the lowest AIC and SIC are typically preferred.

Criterion (AIC) and Schwarz Information Criterion (SIC) are

GARCH family models with same parameters. The
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3.16.1 Akaike,s Information Criteri

Akaike (1973,1974) introduced an information criterion which is known as 

Aka ike s information criterion:

AIC = -2 In (/,(£))

on (AIC)

+ 2 K,

where L(0) is likelihood function and k is the number of parameters.

In the special case of least squares (LS) estimation with normally distributed 

AIC can be expressed as:

AIC = nln(<72) + 2 K,

errors,

where a — ^ , k is the number of parameters and n is the number of

observations.

3.16.2 Schwarz Information Criterion (SIC)

Schwarz (1978) derived the Schwarz information criterion as

SIC = -2 In (l(0)) + /fln(n).

where L($) is likelihood function, k is the number of parameters and n is the 

number of observations.

3.17 Day of the week effect
Best fitted model for each sector is used to test the following hypothesis in order to 

find the existence of day of the week effect in selected sectors ot CSE which is the 

main objective of this study.

For the mean equation

H0: Mi = £*2 = M3 = A4 - ^(Average returns of all days of the week are equal)

are different each other

For the variance equation

H0: 2-i = /l2 = 2.3 = 24 = A5
Hi: are different each other
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CHAPTER 4

DATA ANALYSIS AND RESULTS
4.1 Introduction

This chapter depicts the results obtain fr 

selected sectors based
om employing the models for the data set of

on the algorithm given in section 3.2 of chapter 3. As
represented in that algorithm, first basic OLS model is fitted by taking dummy
variables for each day of the week as independent variables and return as the 
dependent variable. Then the fitted model is tested for ARCH effect. If the ARCH 

effect is not piesent in the data set then the fitted model is tested for auto correlation 

of the residuals and if residuals are not auto correlated then the fitted model is tested 

for normality of the residuals. If the residuals are normally distributed then accept the 

model as the best model that describes the data set.

If the residuals are auto correlated then the model will be modified until the residuals 

are not auto correlated by introducing lag values of the dependent variable into the 

regression model and then the fitted model is tested for normality of the residuals. If 

the residuals are normally distributed then accept the modified model as the best 

model that describes the data set.

If the ARCH effect is present in the data set then a model from GARCH, EGARCH 

or GJR-GARCH family are fitted until there is no ARCH effect and no auto 

correlation of the residuals and the residuals are normally distributed. It more than 

one model is fitted for a sector, the best fitted model that describes the data set is 

determine by using Akaike Information Criterion (AIC) and the Schwarz Information

Criterion (SIC).

tested for the existence of day of the week 

of the Colombo stock exchange.
In this study following two sectors are

effect among twenty sectors
Hotels and Travels - (H&T)1)

2) Investment Trusts - (INV)
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The daily returns are calculated usi 
sector, as follows:

g the log difference of the ASPI index for each

*iog(;fc)rt = 100

Wh t dady return on day t, pt is the closing value of ASPI on day t, and 

Pt-1 *s ^ie Preyious day closing value of ASPI

4.2 Hotel and Travels Sector
Under this sector there are 37 

Colombo stock exchange.
companies from the 296 companies registered at

Plot of Daily stock price index of Hotels and Travels SectorFigure 4.1:

equalities and differences of daily stock 

analysis of the stock prices is needed to
As depicted in figure 4.1 there aie some 

each day of the week. Further 

capture these differences and equalities
prices on
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Table 4.1 : 
Statistic

Descriptive Statist! 

Monday 
"-o!o874~ 

^0.1017 _ 

~0.6865 “ 

~4~5336 

-0.6114
9.9386

« of Returns for each day of the week of H&T 

Tuesday 
7-0-Q56f 
~0-1072~
~0.3339~

0.0482 

0.4665
25.1561

Wednesday
~0.0003

Thursday
-0.0530
-0.0456
0.4684
16.0406
-2.6700

521.2548

Friday
-0.0055
-0.0567
0.3706
0.8665
-0.2790
12.7662

Mean
Median
Standard Deviation 
Kurtosis 

Skewness 
Jarque-Bera

-0.0935
0.4716

25.6291
4.1878

1528.3521

Table 4.1 reports descriptive statistics of returns for each day of the week of Hotels 

and Travels sector of Colombo stock exchange for the period 2014 

average daily returns of all the days are negative except Wednesday. Returns reflect 

negative skewness (except for Tuesday and Wednesday) indicating that they

to 2016. The

are
asymmetric. Kurtosis is higher than that of a normal distribution in most of the cases

showing the fat tails stylized fact of the empirical distributions. Mean return for each 

days of the week is different from each other. Therefore, there may be a day of the 

week effect in the Hotels and Travels sector during the period of 2014 to 2016. 

Finally, the Jarque-Bera test clearly rejects the assumption of normality for the index 

studied.

4.2.1 ADF Unit Root Test: Evaluating Stationary Conditions 

Unit root test is to check the stationary condition of a model. In order to consider a 

data series under time series assumptions that series should satisfy stationary 

conditions which are Mean constant, variance constant and covariance between two 

time periods is only depending on lag between two periods.

Data can be modeled with a time secies model if only the aforesaid criteria are 

satisfied. Hence, the data set is examined for stationary condition using unit toot test

with below hypothesis,

H0: Data set has a unit root 
Hj.: Data set doesn’t have a unit root

First, ADF test is applied on 

parameters as the data set shows the exis

level series including both intercept and trend 

of trend and intercept.
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Respective results for the data set i
is as follow,

I^ii^ADF Unit Ron, w
—H&T sector index level series 

t-Statistic Prob.*

-2.2655 0.4512

-3.9876

Augmented Dickey-Fuller test statistic

1% level
Test critical values: 5% level -3.4242

10% level -3.1351

As per the above results P value of the test is 0.4512 which is greater than 0.05. 

Hence null hypothesis should be accepted and conclude that level series of ASPI has 

a unit root. Therefore, ASPI level data series is non-stationary.

Further P value of the intercept is 0.0270, which is significant at 0.05 level. 

However, level series is not significant, therefore ADF test was carried out on first 

log differenced series of ASPI and results are depicted below,

Table 4.3: ADF Unit Root Test - H&T sector index first differenced series

t-Statistic Prob.*

-18.9408 0.0000Augmented Dickey-Fuller test statistic

-3.98761% level

-3.42425% levelTest critical values:
-3.135210% level

P value of the first log differenced series is 0 (P value is < 0.05), therefore it 

concluded that null hypothesis is rejected and series doesn t have a unit root.

Therefore, 1st differenced series is stationary.

can be

it was shown that the 1stthe dependent variable
is stationary. Therefore, differenced series of the

After applying ADF test on 

difference series of the data set is
a hnild a time series model in order to capture the

" ”iable ,S If tills sector. Gener*.y, retunr series is

existence of day of the wee'
commonly considered in analyzing the

volatility of the stocks as it provides a better
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view of volatility. Therefore, 

to model conditional returns and
8 turns of daily ASPI were taken in to consideration

volatility.

4.2.2 Testing Volatility Clusters

Below graph depicts daily returns of ASPI over considered time period and it can be

eaS. y 6 UCtuatlons/volatihty of returns based on factors, which prevailed
during the same period. The impact on volatility due to bad and good news can be 

explained by analyzing the patterns of the graph. High stabilities may be due to 

unexpected bad news, while lower volatilities represent expected good 

scenario can be led to asymmetric scenario in volatility clusters.
news. Similar

Hotels and Travels Sector
4

CL 2-
co
<
c 0-
<1)
O'
cn _2 _o \j
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Figure 4.2 Time series plot of daily returns of ASPI for Hotels & Travels Sector

same

volatility clusters in the above diagrams.It is completely clear that there are multiple
is followed by another period high volatility and low

volatility and this pattern prolonged
Moreover, high volatility i

followed by another period of lowvolatility is 
over a considerable amount ot time. Cl

, which depict aforesaid properties, were

highlighted in the above figures.
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Figure 4.3: Time series plot of squared daily returns of ASPI for Hotel & Travels
Sector

Therefore, it can be considered that daily values of ASPI comprise volatility clusters 

with high and low volatilities. In order to assure the existence of volatility clusters 

ASPI return series was tested against statistical significance using Box- Pierce LM 

test.

As per the results respective Q statistic value is Q - 100.1j54 which is greater than

test statistic criterion of 3.84, at 5% significant level. Hence this provided clear
e of autocorrelation inevidence to reject null hypothesis and it reassured non-existenc

at 5% significance level. Similarly, this provided a sufficient evidence 

conditional heteroscedasticity in daily returns of ASPI.
squared return
to prove that there exists a

clear that the existence of significant volatility clusters in ASPI log return
ARCH effect in the data set

Now it is
series, therefore it is safe to conclude that there i
during the considered tinte period. Hence, this c.n he considered ns the entr, erne™ 

to nse ARCH .node, in otder to capture the existence of d.y of the weeh eftec, of «h,s

sector.
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4.2.3 Asymmetric/Symmetric Natur 

Prior to apply GARCH/ EGARCH/
e °f the Volatility

GJR garch

n case, there is
models, it is required to analyze 

asymmetry in volatility, fitting 
orate outcomes as ARCH model is incapable of

symmetricity of the volatility clusters. I 

ARCH model doesn’t produce

capturing asymmetric volatility.

Asymmetry in volatility occurs due to significant i 
prices fall, compared to rise of the 

test can be used to identify the

increase in volatility when stock 

same. As mentioned in the methodology, bel 
asymmetric volatility.

ow

V =

As per the above formula, if autocorrelation between yesterday’s return and today’s 

square returns are negative, it can be concluded the existence of asymmetric 

volatility. In order to calculate the above V value, test was carried out on Microsoft
excel and the result is as below,

= -21.9712
t=2

t=2 t=2

rt2_! = 132.4110

£?=2*tVi = -0.1659v —
VSwn4H.2rt-i

Result of the above test is negative hence, it ptovides sufficient grounds to conclude 

that volatility in ASPI returns is asyntmelric. Therefore. EGARCH and GJR GARCH 

models can be used to derive a model which is used to identify the reticence of day

of the week effect.

Subsequent to the above test corresponding 

reassure the asymmetric natuie of the vo

LM statistic is calculated to

Box Pierce LM statistic,
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= (-0.1659)2 

= 8.6455
x 314

Since Q statistics corresponding to v 

that it is significantly different from
value is greater than tf.S% (= 3.84). implies 

Therefore, it rejects null hypothesis and 

nature in volatility. Hence, it is more 

order to capture day of the

safe to conclude that there exists asymmetric

suitable to use EGARCH 

week effect of this sector.
and GJR GARCH model in

Secondary data is used ,o examine ,he existence of day of the week effect in stock 

return and volatility in

November 2006 to 4th November 2016
this sector. Although, data for the ten year period from 6th

are collected, H&T sector index from 11* 
November 2014 to 4th November 2016 is only used to derive the models that are used 

to examine the existence of day of the week effect, in order to keep the normality of 

the residuals. Aforesaid period contains 315 data points.

Model fitting was carried out on EViews, as the first step log returns of ASPI, 

modeled using GARCH method taking dummy variables for each day of the week as 

independent variables. Error distribution is modeled using normal distribution.

Table 4.4: Mean and variance equation of GARCH(2,1) model - H&T sector

| Z-Statistic | Prob.| Coefficient Std. ErrorVariable
Conditional Mean Equation

0.0035-2.92240.0584-0.1707Di
0.0124-2.50060.0381-0.0953D2
0.2772-1.08670.0430-0.0467D3 0.3785
0.2115

0.8807
-1.2496

0.0337
0.0283

0.0297
-0.0353
Conditional Variance Equation
"0.0187
0.2473 

0.1688 

0.2870 

0.3122
To.osls

d4
d5

0.0198
0.0043
0.0060
0.0002
0.0000
0.0014

2.3293
2.8553
2.7490
3.7073
7.7094
-3.1959

0.0080
0.0866
0.0614
0.0774

0.0405
0.0162

C

£t-i

hzL
(Tt-1

Di

D2
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Using the coefficients depicted in the above tabl 

GARCH (2,1) model can be written as below,
e mean and variance equations of

Mean Equation:

rt = -0.1707 D1 - 0.0953D2 - 0.0467D3 + 0.0297 D4 — 0.0353Ds + £t

Variance Equation:

<*t ~ 0.0187 + 0.3122D-L - 0.0518£>2 + 0.2473£t_1 + 0.1688£t_2 + 0.2870cr£2_1

Moreover, another model was built using higher order EGARCH terms.

Table 4.5: Mean and variance equation of EGARCH(3,2) model-H&T sector

CoefficientVariable Std. Error Z-Statistic Prob.
Conditional Mean Equation

Di -0.1149 0.0499 -2.3036 0.0212
D2 -0.0906 0.0065 -13.8858 0.0000
Ds -0.0336 0.0249 -1.3483 0.1776
D4 -0.0513 0.0161 -3.1925 0.0014
Ds -0.0075 0.0225 -0.3328 0.7393

Conditional Variance Equation
C -0.4379 0.1165 -3.7599 0.0002

kt-il 0.4136 0.1324 3.1234 0.0018
kt-il
l^t-21 -0.6568 0.2370 -2.7717 0.0056
Wt-21
l^t-31 0.1507 3.7025 0.00020.5579
kt-31

1 0.0007-3.38220.0096-0.0324
1

lna?.i 0.000080.59080.02161.7388
0.0000lna?_2 -47.49280.0192-0.9121
0.00452.83730.24060.6826Di
0.0000-5.58200.2947-1.6452D2

Using the coefficients depicted in the above table mean and variance equations of 

EGARCH (3,2) model can be written as below,
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Mean Equation:

rt = -0.1149 Da - 0.0906D2 0.0336D3 - 0.0513D4 - 0.0075Z)S + et

Variance Equation:

lncrt2 - -0.4379 + 0.6826^ kt-il 1^—2 I- 1.6452D2 + 0.4136 0.6568kt-il I^r—21
l£t—31 £t-i+ 0.5579 0.0324 f 1.7388 In - 0.9121 In ct£2_2l°C-31 °t-i

The results obtained on both models are depicted below.

Table 4.6: Mean and variance equation of GARCH(2,1) and 

EGARCH(3,2) model - H&T sector

Model I - GARCH(2,1) Model U - EGARCH(3,2)

Variable Coefficient Probability Variable Coefficient Probability

Conditional Mean Equation
Di -0.1707 0.0035 Di -0.1149 0.0212
D2 -0.0953 0.0124 D2 -0.0906 0.0000
D3 -0.0467 0.2772 D3 -0.0336 0.1776
D4 0.0297 D40.3785 -0.0513 0.0014

D5 -0.0353 D50.2115 -0.0075 0.7393
Conditional Variance Equation

CC 0.0198 -0.43790.0187 0.0002
kt-il

0.41360.0043 0.00180.2473£t-1 kt-il
l^t-21

-0.6568 0.00560.00600.1688£t-2 Wt-21
lft-3l 0.00020.55790.00020.28701 kt-31
ft-i -0.0324 0.00070.00000.3122Di °t-1

ln<7?_! 0.00001.73880.0014-0.0518D2
In 0.0000-0.9121

0.00450.6826Di
0.0000-1.6452D2
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Model I: GARCH(2,1)

Mean Equation:

rt = -0.1707 D1 - 0.0953D2 - 0.0467D3 + 0.0297 D4 - 0.0353D5 + et

Variance Equation: 

of = 0.0187 + 0.3122DX 0.0518D2 + 0.2473£t_1 + 0.1688££_2 + 0.2870of_j

Model II: EGARCH(3,2)

Mean Equation:

rt = -0.1149 Dx - 0.0906D2 - 0.0336D3 - 0.0513D4 - 0.0075D5 + et

Variance Equation:

kt-il I ^t—21In of = -0.4379 + 0.6826DX - 1.6452DZ + 0.4136 0.6568
kt-il kt-zl

let—3 I £t-i
f 1.7388 In of_x — 0.9121 In of_2+ 0.5579 - 0.0324

kt-sl

4.2.4 Model I and Model II diagnostic testing

Both models finalized under the above section depicted a sufficient capability in 

capturing the existence of day of the week effect of the sector. Therefore, it was 

decided to run below diagnostic test on each model to check their adequacy of the 

finalized model,

1. Ljung-Box Q-statistics for squared standardized residuals

2. Ljung-Box Q-statistics for squared standardized returns

3. ARCH LM test

Ljung-Box Q-statistics for standardized residuals

Ljung-Box Q-statistics test is 

measure the adequacy of both models and results are as follow.

is carried out on standardized residual series in order to
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Table 4.7: Q-statistics and P value of Ljung-Box test on 

standard residuals of Model I and Model II

Model I - GARCH(2,1) Model II - EGARCH(3,2)
Lag

Q statistic Probability Q statistic Probability
1 0.145 0.703 0.190 0.663
2 0.739 0.691 0.238 0.888
3 1.021 0.796 0.451 0.929
4 2.684 0.612 1.384 0.847
5 2.732 0.741 2.677 0.750
6 4.914 0.555 5.289 0.507
7 4.914 0.670 5.364 0.616
8 4.953 0.763 5.376 0.717
9 5.728 0.767 5.459 0.793
10 5.775 0.834 5.621 0.846

Main objective of the test is to analyze whether there is a pattern in the residual 

terms. If there is a pattern in the error terms, the fitted model is not adequate as 

model hasn’t been captured the trend in the data set. However, in the above table, all 

other P values in subsequent lags are insignificant because respective P values are 

higher than 0.05 at 5% significant level. Therefore, it depicts adequate evidence to 

conclude that that there is no serial autocorrelation in squared standard residuals. 

Hence, it provides sufficient evidence on adequacy of the finalized two models 

accordingly to the test statistics of Ljung-Box Q-statistics.

Ljung-Box Q-statistics for standardized returns squared
Similar to the above test, main objective of the standardized return squared test is to 

whether fitted model captures the trend in the data set. However, it has a 

return series instead of residuals which were used in the
ensure

different approach as it uses 
fet test. To create a squared return series, firstly GARCH variance series should be

created, thereafter ASP1 log return series is divided by GARCH variance series.

of the results which were obtained by dividing ASP1Finally calculated the squares
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log returns by GARCH 

squared returns,
series. Below table depicts the correlogram results of the

Table 4.8: Q-statistics and P value of Ljung-Box test on standard 

squared residuals of Model I and Model II

Model I - GARCH(2,1) Model II- EGARCH(3,2)
Lag

Q statistic Probability Q statistic Probability

1 0.409 0.522 0.190 0.663
2 1.337 0.513 0.238 0.888
3 1.674 0.643 0.451 0.929
4 1.691 0.792 1.384 0.847
5 1.693 0.890 2.677 0.750
6 2.954 0.815 5.289 0.507
7 3.130 0.873 5.364 0.616
8 4.943 0.764 5.376 0.717
9 5.194 0.817 5.459 0.793
10 5.337 0.868 5.621 0.846

ARCH LM test

In order to test the presence of additional autoregressive conditional 

heteroscedasticity, ARCH-LM test is used.

Table 4.9: ARCH LM test statistic values and P values of Model I and Model II

Model II - EGARCH(3,2)Model I - GARCH(2,1)

ProbabilityTest statisticProbabilityTest statistic
0.97190.00120.6630.1904F - Statistic
0.97180.00130.8880.2384Obs*R - squared

According to the above table, it is clear that two test statistics do not reject the null 

hypothesis, of non-existence of autoregressive conditional heteroscedasticity 

(ARCH) in the residuals at 5% significant level. This means residuals of both models
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do not contain autoregressive conditional 
provide further assurance on adequacy of the models.

heteroscedasticity. Thus, these tests

4.2.5 Comparison of Fitted Models

The above three test examine sufficiency of the models. Therefore, the following 

table depicts the two information criteria’s related to the Model I and Model II.

Table 4.10: Information criteria of Model I and Model II

Model I - GARCH(2,1) Model n - EGARCH(3,2)
Akaike Information Criterion

0.9505 0.8044(AIC)
Schwarz Information Criterion
__________ (SIC)________ 1.0819 0.9716

It is clear that Model II has the lowest positive values of information criterion. Thus 

it implies there is less information loss in Model II-EGARCH (3,2) compared to 

Model I-GARCH (2,1). Therefore, Model II-EGARCH (3,2) can be considered as the 

best model from two models.

If these models are well specified, error distribution should behave in random manner, in 

other words Skewness and Kurtosis of residuals tend to depict properties of normality by 

depicting values 0 and 3 Skewness and Kurtosis respectively. Hence, the normality of 

errors is checked for the two models as below.

Table 4.11: Nonnality test (on residua s) results of two models
Model II - EGARCH(3,2)Model I - GARCH(2,I)Description

0.17520.0136Skewness
3.27844.9327Kurtosis
2.612348.3254Jarque-Bera
0.27090.0000Probability

distributions of model-II depict properties of normality

in model-I almost satisfy normality
It is clear that error
conditions and kurtosis and skewness of errors in

Hence, it is safe to consider that errors are normally distributed.condition.
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4.2.6 Results

From the outcomes of the conditional 
can be

equation of the all models employed, it 
concluded that Monday and Tuesday effects is present on stock returns. 

Thursday effects is present only on EGARCH (3,2) Model. Returns on Monday are 

negative and statistically significant at 1% level in Model I. Returns on Tuesday and

in Model II.

mean

Thursday are negative and statistically significant at 1% level i

In terms of volatility, Mondays and Tuesdays coefficients are significantly positive at 
1% level in all the models employed. These results imply that there exists day of the 

week effect on stock returns in terms of volatility in the Hotel and Travels sector.

Based on the information criteria measures, the EGARCH (3,2) models with normal 
distribution outperform the GARCH (2,1) indicating that asymmetry plays a role 

when investigating the day of the week effect. The Ljung-Box and ARCH-LM tests 

which indicate no evidence of neither autocorrelation nor heteroscedasticity in all 
models employed implies that these two models best describe the data set for the 

Hotel and Travels sector. EGARCH (3,2) model is preferred based on AIC and SIC 

criterion. Consequently, the EGARCH (3,2) model seems to be the best capture for 
the day of the week effect on both the stock returns and volatility for Hotels and 

Travels sector.
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4.3 Investment Trusts Sector

Under this sector there are 9 companies from the 296 
Colombo stock exchange.

companies registered at

Figure 4.4: Plot of Daily stock price index of Investment Trusts Sector

As depicted in the figure 4.4 there are some equalities and differences of daily stock 

prices on each day of the week. Further analysis of the stock prices is needed to 

capture these differences and equalities.

Table 4.12 : Descriptive Statistics of Returns for each day of the week of INV
FridayThursdayWednesdayTuesdayMondayStatistic
0.12890.01970.0263-0.1655-0.7045Mean
0.0138-0.0842-0.0293-0.1032-0.5222Median
1.10091.25741.42981.27132.0692Standard Deviation
2.330713.280110.84244.56951.8159Kurtosis 0.41822.8031-2.04260.52870.0543Skewness 3.0600365.6236208.51399.55013.7111Jarque-Bera

for each day of the week of 

for the period 2014 to 2016.
statistics of returnsTable 4.12 reports descriptive 

Investment Trusts sector of Colombo stock exchange
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The average daily returns of all the day 

Returns reflect positive skewness
positive except Monday and Tuesday.s are

(except Wednesday) indicating that they 

asymmetric. Kurtosis is higher than that of a normal distribution i
showing the fat tails stylized fact of the empirical distributions. Mean 

days of the week is

are

in most of the cases 

return for each
different from each other. Therefore, there may be a day of the

sector during the period of 2014 to 2016. 
Finally, the Jarque-Bera test also rejects the assumption of normality 

days.

week effect in the Investment Trusts

in most of the

4.3.1 ADF Unit Root Test: Evaluating Stationary Conditions

First test was applied on level series including both intercept and trend parameters as

plotted below, data set shows the existence of trend and intercept.

Respective results for the data set is as follow,

Table 4.13: ADF Unit Root Test - INV sector index level series

t-Statistic Prob.*

Augmented Dickey-Fuller test statistic -2.1686 0.5050

1% level -3.9871

5% level -3.4240Test critical values:

-3.135010% level

As per the above results P value of the test is 0.5050 which is greater than 0.05. 

Hence null hypothesis should be accepted and conclude that level series of ASP1 has 

unit root. Therefore, ASPI level data series is non stationary.a

Further P value of the intercept is 0.0402, which is significant at 0.05 level. 

However, level series is not significant, therefore ADF test was carried out on first 

log differenced series of ASPI and results are depicted below,
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Table 4,14: ADF Unit Root Test - INV sector index first differenced series

t-Statistic Prob.*
Augmented Dickey-Fuller test statistic -17.9395 0.0000

1% level -3.9872
Test critical values: 5% level -3.4240

10% level -3.1350

P value of the first log differenced series is 0 (P value is < 0.05), therefore it can be 

concluded that null hypothesis is rejected and series doesn’t have a unit root. 

Therefore, 1 st differenced series is stationary.

After applying ADF test on all the independent and dependent variables it was shown 

that the 1st difference series of all three data sets are stationary. Therefore, 

differenced series of each variable was used to build a time series model in order to 

predict future stock values. Generally, return series is commonly considered in 

analysing the volatility of the stocks as it provides a better view of volatility. 

Therefore, log returns of daily ASPI were taken in to consideration to model 

conditional returns and volatility.

4.3.2 Testing Volatility Clusters
Below graph depicts daily returns of ASPI over considered time period and it can be

easily seen the fluctuations/volatility of returns based on factors, which prevailed
news can beduring the same period. The impact on volatility due to bad and good 

explained by analyzing the patterns of the graph. High stabilities may be due to 

pected bad news, while lower volatilities represent expected good news. Similar 

scenario can be led to asymmetric scenario in volatility clusters,
unex
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Figuie 4.5 Time series plot of daily returns of ASPI for Investment Trusts Sector

As volatility clustering depicts a strong autocorrelation in squared returns, the 
series of ASPI was obtained as below to get a clear view of the volatility clusters,

same

Investment Trusts Sector

60c

cS 50 - 

g5 40-
_j

K 30-

< 20-

§ 10- 
cr
w ol

o'

CO

jjlajlfiu2

1
150 200 250 300

Time(Daily)
50 100

f ASPI for Investment Trusts SectorFigure 4.6: Time series plot of squared daily returns o

multiple volatility clusters in the above diagrams.
and low

It is completely clear that there are
Moreover, high volatility is followed b, .noiher period high volshhry
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volatility is followed by another period of low 

over a considerable

highlighted in the above fi

volatility and this pattern prolonged 
amount of time. Clusters, which depict aforesaid properties were

gures.

Therefore, it can be considered that daily values of ASPI 

with high and low volatilities.

ASPI return series

comprise volatility clusters 

In order to assure the existence of volatility clusters 

was tested against statistical significance using Box- Pierce LM
test.

As per the results respective Q statistic value was Q = 106.6662 which is greater than 

test statistic criterion of 3.84, at 5% significant level. Hence this provided clear 

evidence to reject null hypothesis and it reassured non-existence of autocorrelation in 

squared return at 5% significance level. Similarly, this provided a sufficient evidence 

to prove that there exists a conditional heteroscedasticity in daily returns of ASPI. 

Now it is clear that the existence of significant volatility clusters in ASPI log return 

series, therefore it is safe to conclude that there is an ARCH effect in the data set 

during the considered time period. Hence, this can be considered'as the entry' criteria 

to use ARCH model in order to forecast the stock behavior.

4.3.3 Asymmetric/Symmetric Nature of the Volatility’

Prior to apply GARCH/ EGARCH/ GJR GARCH models, it is required to analyze 

symmetricity of the volatility clusters. In case, there is asymmetry' in volatility, fitting 

ARCH model doesn’t produce accurate outcomes as ARCH model is incapable of 

capturing asymmetric volatility.

Asymmetry in volatility occurs due to significant increase in volatility when stock 

prices fall, compared to rise of the same. As mentioned in the methodology, below 

test can be used to identify the asymmetric volatility.
E"=2 rt2 rt-l

V V2t=2*t4Z?=2rt-i‘"

if autocorrelation between yesterday’s return and today’s 

be concluded the existence of asymmetric
As per the above formula,

returns are negative, it cansquare
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volatility. In order to calculate the above V value, test 
excel and the result is as below,

was carried out on Microsoft

n

= -386.4970
t-2

n n

= 3047.043
t=2 t-2y

V^t=2 rt4 Yt=2 rt-12
V = = -0.1268

Result of the above test is negative hence, it provides sufficient grounds to conclude 

that volatility in ASPI returns is asymmetric. Therefore, EGARCH and GJR GARCH 

models can be used to derive a models.

Subsequent to the above test corresponding Box Pierce LM statistic was calculated to 

reassure the asymmetric nature of the volatility.

Box Pierce LM statistic,

Q = (-0.1268)2 x 319 

= 5.1325

Since Q statistics corresponding to v value is greater than xl 5% (= 3.84), implies 

significantly different from zero. Therefore, it rejects null hypothesis and
more

EGARCH and GJR GARCH model in order to capture day of the

that it is
safe to conclude that there exists asymmetric nature in volatility. Hence, it is

suitable to use 

week effect of this sector.

in stockine the existence of day of the week effect
Although, data for the ten year period from 6lh 

collected, INV sector index from 10th

Secondary data is used to examine 

return and volatility in this sector. 
November 2006 to 4th November 2016 are
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~:r:2nr“;:rr"T*r‘“""‘., . y tne week effect, in order to keep the normality of
the residuals. Aforesaid period eontains 320 data points.

Model fitting was earned out on EViews, as the first step log returns of ASPI, 

modelled using GARCH method taking dummy variables for each day of the week as 

independent variables. Error distribution is modelled using normal distribution.

Table 4.15: Mean and variance equation of GARCH(2,2) model - INV sector

Variable | Coefficient I Z-Statistic |Std. Error Prob.
Conditional Mean Equation

Di -0.8078 0.1632 -4.9486 0.0000
D2 -0.1509 0.1843 -0.8187 0.4129
D3 0.0073 0.2134 0.0344 0.9726
D4 -0.1349 0.1061 -1.2707 0.2038
d5 0.1112 0.1234 0.9012 0.3675

Conditional Variance Equation
C 2.3322 0.2292 10.1774 0.0000

0.2093 0.0480 4.3565 0.0000£t-1

0.2054 0.0460 4.4649 0.0000£t-2

-27.0577 0.0000-0.6074 0.0224°t-l
22.3636 0.00000.01620.3619Gt-2

0.0000-6.16430.1820D4 -1.1219
0.0000-7.83770.2547-1.9961d5

Using the coefficients depicted in the above table mean and variance equations of 

GARCH (2,2) model can be written as below,

Mean Equation: 

rt = -0.8078 Di 

Variance Equation: 

of = 2.3322 - -1.121904 

+ 0.3619<7t2-2

- 0.150902 + 0.007303 - 0.134904 + O.11120s + £t

- 1.996105 + 0.2093£t_i + 0.2054£t_2 - 0.6074fft2_1

r 7
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Moreover, another model
built using higher

order EGARCHterms.

Table 4.16: Mean and varia

Variable
nee equation of EGARCH(2.3tmodPl

Coefficient
- INV sector

Std. Error 
Conditional Mean E 

-0.1121

Z-Statistic Prob.
quationgarch

0.0389
0.1459
0.1069

-2.8817
-3.1811
-0.0626
1.8938
0.1103
1.0636

0.0040
0.0015
0.9501
0.0582
0.9122
0.2875

Di -0.4643
-0.0067
0.2367
0.0097
0.1054

D2

d3 0.1250
0.0875
0.0991

D4

Ds

Conditional Variance Equation
C -0.1565 0.1389 -1.1266 0.2599

kt-il
0.2283 0.0641 3.5612 0.0004kt-il

lf£-2
0.4808 0.0534 8.9969 0.0000k*-2l

In tr? 0.2895 0.0167 17.2939 0.0000£-1

In cr? -0.2956 0.0184 -16.0353 0.0000t-2

In o'? 49.1298 0.00000.9006 0.0183£-3

0.0001-3.87040.3007D4 -1.1636
0.0180-2.36530.2711-0.6412D5

Using the coefficients depicted in the above table mean and variance equations of 

EGARCH (2,3) model can be written as below,

Mean Equation:

rt = —0.4643 D1 - 0.0067D2 + 0.2367D3 + 0.0097D4 + 0.1054DS + et

Variance Equation:
kc-2l

-0.1565 -1.1636D4 “ 0.6412D5 + 0.2283

_ 0.2956 In fft2_2 + 0.9006 In fft-3

+ 0.4808 kf-2lIn of =
+ 0.2895 In ot2_

th models are depicted below,
The results obtained on bo
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Table 4.17: Mean and variance equation of GARCH(2,2) & EGARCH(2,3) 
model - INV sector

Model I - GARCH(2,2) Model II - EGARCH(2,3)
j ProbabilityVariable Coefficient Variable Coefficient Probability

Conditional Mean Equation
GARCH -0.1121 0.0040

Di -0.8078 0.0000 Di -0.4643 0.0015
d2 -0.1509 0.4129 d2 -0.0067 0.9501
D3 0.0073 0.9726 d3 0.2367 0.0582
D4 -0.1349 0.2038 D4 0.0097 0.9122
Ds 0.1112 0.3675 Ds 0.1054 0.2875

Conditional Variance Equation
C 2.3322 0.0000 C -0.1565 0.2599

l£t-il0.2093£t-1 0.0000 0.2283 0.0004kt-il
l£t—2 I0.2054 0.0000£t-2 0.4808 0.0000
kt-2l

ln<r2t_i-0.6074 0.0000 0.2895 0.0000°t-i

lnof_20.3619 0.0000 -0.2956 0.0000at-2

In af_3D4 -1.1219 0.0000 0.9006 0.0000
d4Ds -1.9961 0.0000 -1.1636 0.0001

Ds -0.6412 0.0180
Model I: GARCH(2,2)

Mean Equation:

rt = -0.8078 D1 - 0.1509D2 + 0.0073D3 - 0.1349D4 + 0.1112DS + £t 

Variance Equation:
o? = 2.3322 - —1.1219D4 - 1.9961DS + 0.2093£t_! + 0.2054£t_2 - 0.6074a£2_1 

+ 0.3619crt2_2

Model II: EGARCH(2,3) 

Mean Equation:
- 0.0067D2 + 0.2367D3 + 0.00970.t + 0.1054DS + et-0.4643 Djrt =
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Variance Equation:

In <?? = -0.1565 -1.1636D4 kt-il- 0.6412Os + 0.2283 ~ + 0.4808kt-il
+ 0.2895 In alx - 0.2956 In af_2 + 0.9006 In <t2_3

4.3.4 Model I and Model II diagnostic testing

Both models finalized under the above section depicted a sufficient capability in 

deriving future log return values of ASPI. Therefore, it was decided to run below 

diagnostic test on each model to check their adequacy of the finalized model,

1. Ljung-Box Q-statistics for squared standardized residuals 

2. Ljung-Box Q-statistics for squared standardized returns

3. ARCH LM test

Ljung-Box Q-statistics for standardized residuals

Ljung-Box Q-statistics test is carried out on squared residual series in order to 

measure the adequacy of both models and results are as follow,

Table 4.18: Q-statistics and P value of Ljung-Box test on 

standard residuals of Model I and Model II

Model H - EGARCH(3,2)Model I - GARCH(2,1)
Lag

ProbabilityQ statisticProbabilityQ statistic

0.2041.6120.2571.2841
0.2223.0140.1164.3082
0.3053.6260.2294.3163
0.3944.0920.2924.9524
0.5054.3120.3445.6275
0.3796.4070.3636.5676
0.3877.4100.3597.7097
0.4328.0170.3349.1058
0.4369.0120.4099.3159
0.5209.1260.4969.38410
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P values of first two lags are adjusted for two 

and probabilities

analyse whether there is , p.ttem i„ the sqMred residual tene, If there is, pahem in

the error terns, the fined model is no, adequate as model hasn't been captured ,h,

trend m the data set. Howe.er, in the above table, all other P values in subsequent 
lags are insignificant because

autoregressive terms, thus Q statistics 
available from the third lag. Main objectiveare

of the test is to

respective P values are higher than 0.05 at 5%

conclude that that there is 

in squared standard residuals. Hence, it provides sufficient 
evidence on adequacy of the finalized two models accordingly to the test statistics of 

Ljung-Box Q-statistics.

significant level. Therefore, it depicts adequate evidence to

no serial autocorrelation i

Ljung-Box Q-statistics for standardized returns squared 

Similai to the above test, main objective of the standardized return squared test is to 

ensure whether fitted model captures the trend in the data set. However, it has 

different approach as it uses return series instead of residuals which were used in the 

first test. To create a squared return series, firstly GARCH variance series should be 

created, thereafter ASPI log return series is divided by GARCH variance series. 

Finally calculated the squares of the results which were obtained by dividing ASPI 

log returns by GARCH series. Below table depicts the correlogram results of the 

squared returns,

a

Table 4.19: Q-statistics and P value of Ljung-Box test on standard 

squared residuals of Model I and Model II

Model II- EGARCH(3,2)Model I - EGARCH(3,2)
Lag

ProbabilityQ statisticProbabilityQ statistic

0.4510.5670.6470.2101
0.5231.2980.8270.3802
0.7191.3420.6411.6803
0.8541.3430.6802.3064
0.8142.2470.6953.0325
0.8692.4990.7603.3766

54



7 3.404
3.794
4.767

0.845 2.921 0.892
0.676

8 0.875 5.747
9 0.854 7.498 0.58510 4.771 0.906 8.556 0.575

ARCH LM test

In order to test the presence of additional 

heteroscedasticity, ARCH-LM test is used.
autoregressive conditional

Table 4.20: ARCH LM test statistic values and P values of Model I and Model II

Model I - EGARCH(2,1) Model II - EGARCH(3,2)

TestTest statistic Probability Probabilitystatistic
F - Statistic 0.1654 0.6845 0.4894 0.4847

Obs*R - squared 0.1664 0.6833 0.4917 0.4832

According to the above table, it is clear that two test statistics do not reject the null 

hypothesis, of non-existence of autoregressive conditional heteroscedasticity 

(ARCH) in the residuals at 5% significant level. This means residuals of both models 

do not contain autoregressive conditional heteroscedasticity. Thus, these tests 

provide further assurance on adequacy of the models.

4.3.5 Comparison of Fitted Models

The above three test examine sufficiency of the models. Therefore, the following 

table depicts the two information criteria’s related to the Model I and Model II.

Table 4.21: Information criteria of Model I and Model II

Model II - EG ARCH(2r5)Model I - G ARCH(2,2)

Akaike Information
Criterion (AIC)

3.23153.4245

Schwarz Information
Criterion (SIC)

3.39673.5661
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It is clear that modelT. . . haS the lowest positive values of information
M h 'T'65 there I$ 1655 informati°n l0SS in Model n' EGARCH (2,3) compared 

o Model I-GARCH (2,2). Therefore, Model II-EGARCH (2,3) can be considered as 

the best model from two models.

two
criterion.

If these models well specified, error distribution should behave in random manner, in 

other words Skewness and Kurtosis of residuals tend to depict properties of normality by 

depicting values 0 and 3 Skewness and Kurtosis respectively. Hence, the normality of 

is checked for the two models as below.

are

errors

Table 4,22: Normality test (on residuals) results of two models

Description Model I - GARCH(2,2) Model H - EGARCH(2,3)
Skewness -0.2032 -0.0116
Kurtosis 5.8283 3.9000

Jarque-Bera 108.5211 10.7746

Probability 0.0000 0.0046

Although error distributions of the two models not satisfy the Jarque-Bera test for 

normality condition, kurtosis and skewness of errors in model-II almost satisfy 

required values for normality condition. Hence, model-II can be considered as the 

best model compared to model-I.

4.3.6 Results
From the outcomes of the conditional mean equation of the all models employed, it 

be concluded that Monday effects is present on stock returns. Returns on 

Monday are negative and statistically significant at l%level in both Models.
can

of volatility, Thursdays and Fridays coefficients are statistically significantIn terms
at 1% level in Model I, whereas only Thursday coefficient is statistically significant 

at 1% level in Model II and Friday coefficient is statistically significant at 5% level.
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These results imply that there 

of volatility in the Investment Trusts

Based on the information criteria measures, the EGARCH (2,3) models with normal 

distribution outperform the GARCH (2,2) indicating 

when investigating the day of the week effect.

exists day of the week effect on stock 

sector.
returns in terms

that asymmetry plays a role
The Ljung-Box and ARCH-LM tests

which indicate 

models employed implies that these
evidence of neither autocorrelationno

heteroscedasticity in all 
two models best describe the data set for the 

Investment Trusts sector. EGARCH (2,3) model is preferred based on AIC and SIC 

criterion. Consequently, the EGARCH (2,3) model seems to be the best

the day of the week effect on both the stock returns and volatility for Investment 

Trusts sector.

nor

capture for
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CHAPTER 5

CONCLUSIONS AND RECOMMENDATIONS

5.1 Introduction

This chapter displays the conclusions from the empirical studies concerning day of 

the week effect. The results compared with previous studies and any differences 

and similarities are explained. The limitations of the study are also discussed and

are

suggestions are provided for further research as well.

5.2 Summary of findings

This study examined persistence of day of the week effect on returns and volatility of 

two sectors in Colombo Stock Exchange, namely Hotels and Travels sector. 

Investment Trusts sector for the period from November 11, 2014 to November 04, 

2016. The empirical analysis using two different models of time-varying conditional 

volatility with normal distributions found that the day-of-the-week effect is present in 

all sectors examined.

Hotels and Travels sector and Investment Trusts sector of Colombo Stock Exchange 

show clear evidence for day of the week effect on both the stock returns and 

volatility.

5.2.1 Results on Return
In the Hotels and Travels sector, returns on Thursdays are higher than returns on 

other days of the week and also return on Monday and Tuesday are significant at 1% 

level but all are negative, whereas in the Investment Trusts sector only Monday 

return is significant at 1% level and it is negative. This is not in line with the results 

obtained by Athambawa Jalifer (2015) who studied the All Share Price Index of the 

Colombo stock market from January 2004 through June 2015 and found lowest 

returns on Monday and highest on Friday.
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5.2.2 Results on Volatility 

In terms of volatility, only Monday and Tuesday coefficients 

Monday shows significantly higher positive effect than other days of the week in 

Hotel and Travels sector. This may be occur because investors would have had no 

chance to react to financial information that occurred from Friday closing to opening 

of trading on Monday. In Investment Trusts 

coefficients are significant and negative.

are significant and

sector, only Thursday and Friday

5.3 Conclusion of the study

In conclusion, the day of the week effect is present in both return and volatility of 

Hotels and Travels sector and Investment Trusts sector in Colombo Stock Exchange. 

Due to this day of the week effect, investors can earn an abnormal return by buying 

stocks on Mondays, Tuesdays and Thursdays and selling stocks on Wednesdays and 

Fridays. Further it can be concluded that Colombo Stock Exchange is not weak form 

efficient as investors can earn abnormal returns by trading on strategy based on past 

information. The study strongly recommends investors to follow stock market 

anomalies appropriately in order to make advantage investment decisions.

5.4 Limitations of the study
Daily return calculated using the ASPI daily closing prices for each sector. One of 

the limitations of the study is to eliminate the data of the weeks, where data are not 

available for all days of the week.

5.5 Discussion and Recommendations for Further Research 

Although data for the ten year period from 2006 to 2016 are collected, this study 

used only two years data from 2014 to 2016. The reason behind this reduction is that 

when the ten year period data are considered, normality ot the residuals of any 

models could not be observed. Therefore, two year data 

successfully fitted the model for which the residuals are homoscedastic, normal and 

not auto correlated. According to the referred previous research papers (Thushara & 

2013). (Deyshappriya, 2014), (Jahfer, 2015), (Narasinghe & Perera, 2015) 

stock market anomalies (Day of the week effect, Month of the year effect, etc.) in

considered, tested andare

Perera,

on

59



CSE, none of the research 

considered or
papers reported that normality of the residuals is 

not in the fitted models. Therefore, in this study every fitted model is 

tested for heteroscedasticity, auto correlation and residuals’ normality which was not
considered by the pioneers.

Also none of the studies used advanced ARCH/GARCH family 

EGARCH and GJR - GARCH which are used in this study to get more accurate 

results. Therefore this study is an extension of the methods that are used to capture 

the day of the week effect in CSE.

models such as

This study focused only on two sectors of the Colombo stock exchange. There i 

opportunity for future researchers to analyze other sectors of the Colombo Stock 

Exchange not only for Day of the week effect but also for other trading strategies like 

week end effect, Month of the year effect and week of the month effect, etc. Also 

future researchers can do further research on this area company wise to obtain better 

results than this.

is an
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