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Abstract 

In recent years natural ventilation is widely recognised as excellent contributing 

towards in design low energy buildings. The main challenge in natural ventilation is 

identified as lack of knowledge in providing acceptable thermal comfort in an 

occupied space to meet the internal requirements against the prevailing climatic 

conditions variations. Numerical investigations of the indoor thermal comfort 

condition in a simple office space governed by the solar chimney stack effect have 

been undertaken using CFD techniques. A mathematical model was developed based 

on the relevant analytical framework governing the phenomena to simulate the 

velocity flow field and temperature distribution on the designated plane within the 

indoor space. Boussinesq approximation was incorporated to numerical scheme with 

realistic boundary conditions for flow simulation. The model was enriched by 

incorporating a sufficient fluid volume to represent environment surrounding the 

space and thereby eliminating the entry effect to the flow. Hexahedral cells were 

used in a non-uniform grid distribution to minimise numerical diffusion. A fine mesh 

is used near the walls to enhance the resolution and accuracy resolving the problems 

under the turbulent flow conditions. Grid independence analysis was carried out to 

ensure the accuracy of the numerical results. Under-relaxation factors 0.3, 1, 2, 0.8, 

0.8, 1, 0.9 for pressure, density, momentum, turbulence kinetic energy, turbulence 

dissipation rate, turbulent viscosity, energy respectively were used. The model 

outputs were compared with the available experimental measurements taken under 

the same condition to calibrate the numerical scheme. A parametric study was carried 

out using the calibrated model to assess the distribution of thermal comfort index 

against the changes in geometrical and solar radiation parameters. The values of 

activity, metabolic rate for seated activity and clothing insulation were selected as 0, 

60 W/m2 and 0.5 Clo respectively for thermal performance analysis. The effect of 

each input parameter was investigated in terms of mean value and standard deviation 

corresponding to the flow velocity and the PPDNV value. It can be concluded that the 

present model is capable of predicting the indoor thermal performance of a building 

under stack effect. 

 

Keywords: Natural ventilation, Solar chimney, Thermal comfort, CFD, Tropical climate  
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1  INTRODUCTION 

1.1 Problem Statement 

Thermal comfort, where a majority of the people will feel reasonably comfortable is 

an essential requirement to make a comfort zone in most indoor workplaces for 

safety and health. Depending on the environmental and individual factors, the 

thermal comfort zone varies from workplace to workplace. Most of the office 

buildings use active methods to establish and control thermal comfort. But the cost 

increases due to price of equipment and accessories required installing, maintenances 

and steadily increasing world market prices of all forms of primary and secondary 

energy sources. Leadership in Energy and Environmental Design (LEED) certificate 

is a market tool introduced by United State Green Building Council (USGBC) to take 

building designers, contractors and operators towards energy efficiency and 

sustainability of green architecture, green operations and maintenance strategies. 

Therefore different green certification schemes are followed to implement green 

building design and construction to reach internationally accepted certification for 

commercial, industrial and institutional building such as LEED.  

In this regard natural ventilation can play an important role specially in climates such 

as Sri Lanka where the temperatures do not go to extreme high values and extreme 

low values. Adopting stack effect to achieve/envisage required levels of thermal 

comfort in buildings could save energy and money. Therefore, investigation of 

internal flow fields of buildings under natural ventilation is not only timely due to 

energy scenario but also useful.   

1.2 Study Objectives  

� Study the thermal comfort aspects of commercial buildings under natural 

ventilation. 

� Develop a mathematical model to simulate the velocity field and temperature 

distribution of naturally ventilated buildings under stack effect using 

Computational Fluid Dynamic (CFD) techniques. 

� Validation of the numerical scheme by means of the experimental results. 

� Establish governing parameters of stack effect and study their influence using 

simulated results. 
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1.3 Research Methodology 

A literature survey is carried out to identify the thermal comfort aspect in commercial 

buildings and American Society of Heating, Refrigerating and Air-conditioning 

Engineers (ASHRAE) standards related to it. Different mathematical modelling 

techniques available for analysing natural ventilation systems under stack effect are 

investigated and one of them suit for the research is to be selected. Based on selected 

CFD simulating tool, a natural ventilation model under stack effect is developed to 

identify the velocity field and temperature distribution in using the realistic boundary 

conditions. Then the model is validated using the available experimental results. 

Finally, validated model is used to analysis the indoor thermal comfort of the 

different configuration adopting predicted mean vote and predicted percentage of 

dissatisfaction model developed for naturally ventilated spaces.  

1.4 Expected Contribution 

A background should be developed to understand the governing parameters which 

influence the thermal performance of a naturally ventilated building under stack 

effect.  Further, mathematical framework is developed to visualize the temperature 

distribution and velocity field of indoor space. Thermal performance analysis is 

carried out based on the variation of environmental parameters helps to identify 

potential areas for natural ventilation. Outcomes of the analysis can be used to select 

suitable location to construct naturally ventilated buildings. Finally, it is expected to 

use this knowledge to design green buildings and extend the same for green building 

certification. 
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2  LITERATURE REVIEW 

2.1 Introduction 

It is necessary to provide buildings with adequate ventilation to ensure both removals 

of stale air and the supply of fresh air for occupants. This can be provided in different 

ways, which include: mechanical ventilation, in which fans and ducts are used to 

move large volume of air with or without heating the air; air conditioning, in which 

the temperature and humidity of air supplied via fans and ducts is fully controlled: 

and natural ventilation which harnesses the naturally occurring driving forces of 

wind and buoyancy. It is also possible to use a hybrid approach which uses both 

natural forces and mechanical means (usually fans and blowers). These are known as 

mixed-mode systems. 

The main disadvantages of air conditioning are: cost, in terms of capital, running and 

maintenance; and the large amount of space required to house the necessary 

equipment. Furthermore, there is evidence to suggest that air conditioning systems 

are more likely to cause occupants health complaints than natural or mechanical 

ventilation (Wilson and Hedge 1987). 

Given today’s efforts to reduce energy usage and CO2 emissions, there is an 

increasing trend to move away from air conditioned buildings. Consequently, many 

architects and building designers have turned their attention towards naturally 

ventilated or mixed mode techniques. Although such buildings use innovative 

techniques, many have been completed with a high degree of success (Jones et al 

1998). 

Due to the non-predetermination nature of natural ventilation systems, much care is 

needed at the design stage to ensure that the ventilation strategy will perform 

successfully under foreseeable climatic and occupancy scenarios. In particular that 

acceptable air change rates will be obtained. Predictions of such parameters are much 

easier in a mechanically driven system since the designer knows, to a high degree of 

accuracy, the volume flow rates produced by the various components that make up 

the system. When designing natural ventilation strategies however, the only way to 

predict the flow rates is by means of either a physical or mathematical model. This 

thesis concerns mathematical model with criteria used to select appropriate 

numerical schemes and solution techniques for such problems. 
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Physical modelling has been carried out successfully by researchers at Cambridge 

University using the salt bath modelling technique whereby Perspex models of a 

building are inverted and submerged in a tank of fresh water with brine solution used 

to represent temperature differences (Lame-Serff et al. 1991). The brine is dyed to 

enable flow visualisation. This technique enables air change rates and temperature 

differences to be predicted. 

Since the advent of more powerful, affordable, desk top computers, another tool has 

become accessible to designers called Computational Fluid Dynamics. This 

technique considers the air flow in a space by dividing the space in to small cells and 

solving the equations which govern the airflow and temperature distribution. This 

offers the immediate advantage over the salt bath modelling approach of being able 

to provide information about the flow at many positions throughout the domain 

interest. It also enables changes to the geometry and operating conditions to be made 

more easily, offering an ideal tool for investigating many ventilation options early in 

the design process.  

In the thesis, reference cited point to limitations in the CFD technique for reliably 

modelling buoyancy driven flows. These can be attributed to the small forces 

responsible for bringing about buoyancy driven flows in buildings which can cause 

instabilities in the solution process, knowledge still lacking in how to accurately 

model turbulence, and the best way of solving the set of governing equations. 

Consequently, there is still much scope for validation and improvements of CFD 

codes in the buoyancy driven force.  

2.2 The Need for Natural Ventilation 

Without ventilation, a building’s occupants will initially be troubled by odours and 

other possible contaminants and heat. Sometime, humidity may rise because of 

indoor moisture sources such as the occupants, laundry activities, cooking and plants 

respiration; thus enhancing moisture hazards such as mould growth and 

condensation. The purpose of ventilation is to eliminate airborne contaminants, 

which are generated both by human activity and by the building itself. These are: 

� bad odours, to which people entering the room are very sensitive 

� moisture, which increases the risk of mould growth 

� carbon dioxide (CO2) gas, which may induce lethargy at high concentrations 
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� dust, aerosols and toxic gases resulting from human activity, as well as from the 

building materials. in principle, ‘clean’ materials should be chosen for internal 

use, but this is not always possible. 

�  excessive heat - The airflow rate required to ensure good indoor air quality 

depends upon the contaminant sources’ strengths and on their maximum 

acceptable 

� Concentration - larger the contaminant sources’ strengths or the smaller the 

maximum acceptable concentration, then it leads to greater the required 

ventilation rate. 

During the heating season in well-designed and clean buildings, the occupants are the 

main source of contaminants and the contaminant level will increase because of 

mostly odours and water vapour. The airflow rate should then be between 22 cubic 

metres per hour (m3/h) per person, which limits the CO2 concentration to about 1000 

parts per million (ppm) above the outdoor concentration, and 54 m3/h per person, 

which limits the CO2 concentration to about 400 ppm above the outdoor 

concentration. It means that less than 10 per cent of people entering the room will be 

dissatisfied by the odour (CEN, 2006). Airflow rates should be much greater in 

poorly insulated buildings because there is a risk of mould growth and water vapour 

condensation, or in spaces where there is a particular source of contamination, 

including spaces where smoking is allowed. In heating, the minimum airflow rate 

may be much greater than the hygienic airflow rate in order to evacuate heat or 

provide cooling draughts. 

However, when the outdoor temperature exceeds indoor temperatures, it may be wise 

to reduce the ventilation rate, only allowing high levels of ventilation at night when 

the outdoor temperature is low. Ventilation is hence not only essential to ensure an 

acceptable indoor air quality, but is also often used to improve thermal comfort. For 

this air heating or cooling, air conditioning (including air humidity control) or free 

cooling in which increasing the outdoor airflow rate to cool down the building 

envelop are used. In order to achieve these goals, several conditions should be met: 

� Airflow rates should be adapted to need: if too low, good air quality will not be 

achieved, or draughts, noise and energy waste may result from an excessive 

airing. 
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� The air should be well distributed: ideally, the fresh air should reach any 

occupied zones first and contaminated air should be quickly extracted. 

� The air supply should not decrease comfort. It should not cause complaints about 

draughts, noise or poor air quality. 

� The air supplied by ventilation systems should be clean and, where appropriate, 

should comply with the temperature and moisture requirements. 

In addition, to comply with a sustainable development policy, the ventilation systems 

should be energy efficient and should perform as required using a minimum amount 

of energy. 

2.3 Human Thermal Comfort 

Thermal comfort, where a majority of people will feel reasonably comfortable is an 

essential requirement to make a comfort zone in most indoor workplaces such as 

offices, factories, shops and laboratories for safety and health. Depending on the 

environmental factors such as air temperature, air velocity, humidity and radiant 

temperature and individual factors such as clothing and activity, the thermal comfort 

zone varies from workplace to workplace.  In addition to these parameters, local 

thermal discomfort can be occurred due to high vertical temperature difference 

between head and ankles or higher asymmetry of radiant temperature with the space. 

2.3.1 Thermal comfort analysis in naturally ventilated space  

CFD provides much more detailed information about velocity fields and temperature 

distributions. That allows to perform a comprehensive thermal comfort analysis in 

the regularly occupied areas of the buildings.  The solution given by CFD techniques 

has more detailed and accurate results compared to the solution given by 

approximated analytical procedure (Oosthuizen and Lightstone 2009).   

Lot of research has been done on thermal comfort analysis related to buildings during 

past decade and now these studies available as models, standards and procedures on 

Fanger (1970),  ISO 7730 and ASHRAE Standard 55 2007 - Thermal comfort.  

2.3.2 Thermal comfort indices  

Thermal comfort indices are used to analyse the integrated effect of air, radiant 

temperature and relative humidity. Presently, the thermal comfort indices Predicted 

Mean Vote (PMV) and Predicted Percentage of Dissatisfied (PPD) of Fanger (1970) 

are adopted in ISO 7730 and are calculated by empirical equations given in ISO 
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7730. The PMV index predicts the mean response of a large group of people 

according to the ASHRAE thermal sensation scale and defined in terms of the heat 

load that would be required to restore a state of ''Comfort''. It is evaluated by PMV 

equation, which is based on steady-state heat balance for the human body. For air-

conditioned buildings, it can be expressed as, 

PMV = [0.303 exp (– 0.036 M ) + 0.028] L            (2.1)  

Where,  M is the metabolic rate (W/m2)  

     L is the thermal load on the body. 

Thermal load defined as follows:  

L = [Internal Heat Production] – [Heat Loss to the Actual Environment] 

Further, it expressed as, 

L = M – W– {3.96 × 10-8 fcl [(Tcl +273)4 – (Tr+273)4 ] + fcl hc (Tcl –T) + 3.05 × 

10-3 [5733 – 6.99 (M –W ) – Pv ] + 0.42 (M – W – 58.15) + 1.7 × 10-5M (5867 – Pv) 

+ 0.0014M (34 – T )]}                (2.2) 

Where,   W stands for active work or shivering (W/m2)  

 fcl is the garment insulation factor  

(1 clo = 0.155 m2 K/ W)  

fcl  is defined according to the conditions of the resistance to sensible heat transfer 

provided by a clothing ensemble, Icl  (clo) 

 

��� = 
1.05 +  0.645 ���   ;  for ��� >  0.078 
1.05 +  1.291 ���   ; for ��� <  0.078 �            (2.3) 

The Tcl (
oC) term is defined as the cloth temperature and is determined below as:  

Tcl = 35.7 – 0.028 (M –W) – Icl { 3.96 x 10 x 10-8 fcl [(Tcl +273)4 – (Tr+273)4] + 

fcl hc (Tcl –T)}                       (2.4) 

Where,  T (oC) is local air temperature 

  hc is the heat transfer coefficient between the cloth and air (W/m2K)  

 Tr (
oC) is the mean radiant temperature 

The heat-transfer coefficient hc is calculated based on the relationship between local 

velocity, u and temperature difference between cloth and local air as follows:  

��� = 
ℎ� = 2.38 (��� – �) .!"  ;   for (��� – �) .!"  >  12.1 # ." 
ℎ� = 2.38 # ."                  ;   for (��� – �) .!"  <  12.1 # ." �           (2.5) 
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However, it has been proven that the traditional PMV index is inadequate for 

naturally ventilated buildings. Therefore, an optional thermal comfort model, also 

known as adaptive comfort standard is implemented in the new revised ASHRAE 

Standard 55. This model is used to determine thermal comfort in entirely naturally 

ventilated spaces by means of its indoor temperature and mean monthly outdoor 

temperature.  

 

Figure 2.1: Adaptive Comfort Standard for Naturally ventilated buildings - ASHRAE Standard 55 

However, there are limitations (Fanger and Toftum, 2002) such as that it is only 

applicable to mean monthly temperatures from 10oC to 33oC and that only 

information of global thermal discomfort in large spaces is provided.  

Fanger and Toftum (2002) introduced an extended PMV for natural ventilation 

(PMVNV) comfort model more suitable for naturally ventilated buildings which can 

be considered consistent with the traditional PMV model. The PMVNV index 

represents an extension of the traditional PMV model to account for the occupants 

‘expectancy factor’ according to their habitat, as well as to the estimated activity. 

Further, the metabolic rate is reduced for every scale unit of PMV above neutral, a 

PMV of 1.5 corresponds to a reduction in the metabolic rate of 10% under hot and 

humid conditions. The expectancy factor is multiplied by the traditional PMV to give 

the mean thermal sensation vote of the occupants of a naturally ventilated building in 

a warm climate. The expectancy factor is estimated to vary between 1 and 0.5. If the 

weather is warm all year or most of the year, expectancy factor may be 0.5. In 
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regions with only brief periods of warm weather occur during the summer, the 

expectancy factor may be 0.9 - 1.0. It is 1.0 for the air-conditioned buildings. In this 

model, PMV and PPD (%) for natural ventilation are determined as follows:  

PMVNV = e [0.303 exp (– 0.036 Mred ) + 0.028] L                        (2.6) 

PPD (%) = 100 – 95 exp [– 0.03353 (PMVNV)4 – 0.2179 (PMVNV)2 ]                  (2.7)  

Where, e, is the expectancy factor and Mred is reduced metabolic rate.  

The PPD equation indicates the variance in the thermal sensation of a group of 

persons exposed to the same thermal conditions. Dissatisfaction with the thermal 

environment, discomfort was defined by participants using the 7 point scale: cool (–

2), cold (–3), warm (+2) or hot (+3). Under optimal thermal conditions (PMV = 0), 

5% of persons will be dissatisfied assuming identical activity level, clothing, and 

environmental conditions.  

The PMV and PPD are calculated from six basic variables: activity, clothing, air 

temperature, air velocity, mean radiant temperature (MRT), and relative humidity. 

The values of the variables for the activity (metabolic rate) and clothing (ensemble 

insulation) are determined from ASHRAE Fundamentals. In order to quantify 

thermal comfort in naturally ventilated buildings, the models discussed above may be 

integrated into a CFD model.  

For draft assessment, the Percentage Dissatisfied (PD) index may be used to 

calculate the risk of thermal discomfort due to draft. The thermal comfort empirical 

equation for Percentage of Dissatisfied (PD) of Fanger (1970) adopted in ISO 7730 is 

normally used and is given below:  

 PD = (34 – Ta)(V-0.05)0.62 x (0.37 Tu + 3.14)           (2.8) 

This equation requires the values of three parameters; velocity, V, air temperature, 

Ta, and turbulence intensity, Tu as a percentage.  

Some other studies have developed models which could enhance the study of thermal 

comfort in the indoor environment (Stavrakakis et al. (2008), Fanger and Toftum 

(2002), Dear and Brager (1998)). Stamou et al. (2007) used a CFD code to calculate 

the airflow and temperature fields for the evaluation of the thermal comfort 

conditions in the indoor Galatsi Arena. The calculated mean velocities and 

temperatures were used to determine the thermal comfort indices PMV and PPD and 
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to evaluate the thermal conditions in the various regions of the Arena. It was found 

that the thermal conditions in the Galatsi Arena were satisfactory.  

Kavgic et al. (2008) evaluated the thermal comfort and indoor air quality in a 

mechanically ventilated theatre based on monitoring air speed, temperature, relative 

humidity and heat flux by using CFD modelling. It was shown that for most of the 

monitored periods, the environmental parameters were within the standard limits of 

thermal comfort. The authors pointed out that the theatre was over-ventilated and the 

ventilation system employed led to higher complaints of cold discomfort. Li and Pitts 

(2006) carried out thermal comfort and environmental modelling in atrium buildings 

and developed a tool for the evaluation of thermal comfort level in atrium spaces. 

The temperature field was obtained from CFD modelling and a code was developed 

based upon the combination of solar radiation and radiant heat transfer from the 

walls to calculate mean radiant temperature.  

Cheong et al. (2003) evaluated the thermal comfort conditions of an air-conditioned 

theatre in a tertiary institution using CFD modelling and subjective assessment. It 

was found that the predicted results showed good distributions of air flow 

characteristics and temperature gradients and were in fair agreement with empirical 

measurements. The overall comfort vote, predicted mean vote and predicted 

percentage dissatisfied indices found that the occupants were slightly uncomfortable 

and dissatisfied.  

From the literature survey it is noted that the thermal sensation experienced by the 

occupants in a building space is known to be affected by four environmental factors 

such as air temperature, air velocity, mean radiant temperature and relative humidity. 

Modern buildings performance standards create a need for accurate and flexible 

simulation models that can contribute to a better design and increased use of low 

energy, naturally driven cooling systems. The ultimate aim of the evaluation of 

thermal comfort conditions inside a building is to provide a comfortable and healthy 

indoor environment for the occupants. 
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2.4 Techniques Available for Natural Ventilation 

2.4.1 Analytical studies 

In a number of analytical studies mathematical models were developed for the 

prediction of the solar chimneys’ performance. Experiments were usually performed, 

in order to validate the models. Bansal et al. (1993) developed a steady-state 

mathematical model to calculate the mean air flow rates and temperatures of a solar 

chimney connected to a conventional one assuming uniform all temperature. Awbi 

and Gan (1992) analytically derived the air temperature distribution along the solar 

chimney channel by making the same assumption for temperature. A steady-state 

mathematical model was also developed by Bassiouny and Koura (2008) to predict 

the air changes per hour (ACH) in a room induced by a solar chimney. The thermal 

resistance network approach was adopted to set up the steady-state heat transfer 

equations in the model of Ong and Chow (2003), which predicts the performance of 

a solar chimney under varying ambient conditions. Mathur et al. (2006) followed a 

similar approach to calculate the ACH induced in a room by a small-sized solar 

chimney integrated to a normal window. A simplified thermal model and a computer 

program to calculate ventilation flow rate through a chimney were developed by 

Afonso and Oliveira (2000) which also takes into account varying climatic 

conditions, the thermal inertia of the back wall and dependence of the convective 

heat transfer coefficient on the air flow rate.  

2.4.2 Experimental studies 

Field studies concerning the ventilation induced by Solar Chimney configurations in 

a small-scale single-room house were performed in Thailand (Khedari et al., 2000). 

In a consecutive study Khedari et al. (2003) studied the performance of Solar 

Chimney systems in an air-conditioned small-scale house. Barozzi et al. (1992) 

tested a 1:12 small-scale model of a building where the roof functions as a solar 

chimney. Hirunlabh et al. (1999) performed a similar study for a 31 m3 volume house 

where a metallic solar wall was placed on the southern façade. Laboratory 

experiments on small-scale models were also performed and temperature distribution 

of the air and the walls’ surfaces, the velocity profile in the chimney’s channel and 

the magnitude of the air flow rates were studied, in combination with parametric 

analysis (Chen et al. 2003, Burek and Habeb 2007). The performance of a full-scale 

2 m high solar chimney that was part of a 12 m3 room was studied under laboratory 
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conditions by Bouchair (1994), while Arce et al. (2009) studied a 4.5 m high model, 

under real meteorological conditions in Spain.  

2.4.3 Numerical modelling studies 

The buoyancy-driven airflow and heat transfer in vertical heated cavities were 

investigated numerically, extensively using Computational Fluid Dynamics (CFD) 

simulations in an increasing number of studies during the past decade. Some of the 

studies focused on the airflow regime and the heat transfer mechanisms in the solar 

chimney channel, while others on parametric investigations.  

Numerical investigations on the airflow within the Trombe wall channel, which can 

be considered a type of solar chimney, preceded by many years, with the first one 

being that of Borgers and Akbari (1979). Rodrigues et al. (2000) studied the airflow 

regime and the transition from laminar to turbulent flow in a solar chimney channel 

using a finite-volume method. All modes of the heat transfer mechanisms of 

conduction, convection and radiation in the solar chimney passage were studied in 

detail, using the numerical method of finite-difference control volumes, by 

Nouanégué and Bilgen (2009).  

In certain studies numerical modelling was employed to perform parametric analysis 

on the Solar Chimney system. The effects of solar heat gain and glazing type (Gan 

and Riffat, 1998), cavity width (Gan, 2006), inclination and low emissivity coating 

(Harris and Helwig, 2007) were some of the issues investigated using CFD 

modeling. Recently Gan (2010) found that the size of the computational domain (for 

CFD simulations) has an impact on the airflow and heat transfer coefficient 

predictions in solar heated cavities, and made corresponding suggestions. An 

extensive parametric analysis for a solar chimney integrated in a prototype residential 

building was performed by Ho Lee and Strand (2009), using numerical modeling in 

the program EnergyPlus. The authors developed a solar chimney module for the 

program and performed single-day dynamic simulations, assuming three different 

locations for the building. Numerical investigations have also been performed to 

study the application of solar chimneys or similar configurations of solar heated 

cavities in multi-storey buildings (Punyasompun et al. 2009, Ding et al. 2005, Letan 

et al. 2003, Gan 2006).  
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2.5 Findings of the Parametric Analysis  

In parametric analysis, parameters are varied one by one to determine the sensitivity 

of the system’s performance against each variable. It has been employed in the 

enormous studies and has taken part in a substantial role in understanding the 

mechanisms to control the performance of the stack effect induced by solar chimney. 

The most important parameters classify under the category of geometrical (e.g. wall 

height, gap width), construction (e.g. type of glass, insulation) and climatic (e.g. solar 

radiation, wind) parameters. Some indicative results will be presented relevance to 

the effect of these parameters on the system’s performance.  

2.5.1 Effect of wall height and cavity width of the chimney 

The effect of wall height and cavity width of the chimney has in some cases been 

studied and expressed separately, while in others inextricably, in terms of the height-

to-width aspect ratio also referred to as height-to-gap ratio. Air flow increases with 

height of the chimney, since the back wall’s heat gains increase. A parametric study 

on Trombe walls, Gan (1998) found that an increase in wall height by a quarter is 

equivalent to an increase in heat gains by three quarters. In the study of Ho Lee and 

Strand (2009), air flow rates increased in all three assumed locations of the building 

by approximately 73% when the wall height increased from 3.5 m to 9.5 m for a 

cavity width of 0.3 m.  

With respect to the cavity width, it was found that the induced flow rate increases 

with increasing width. In the analytical study of Ong and Chow (2003) it was 

estimated that a 0.3m wide channel induced 56% higher flow rate than one of 0.1m. 

Similarly, according to the model of Bassiouny and Koura (2008) a threefold 

increase in cavity width causes an increase of ACH by 25%. Rodrigues et al. (2000) 

argued that airflow rates develop with cavity width, but the growth ratios decrease as 

the width increases. In some studies, an optimum cavity width or optimum height-to-

width ratio was reported. For this optimum width the flow rate became maximum, 

while for wider gaps reverse flow occurred that reduced the mean flow through the 

solar chimney (Spencer et al. 2000, Chen and Li 2001). This discrepancy between 

studies is endorsed to the different ranges of height-to-width ratios investigated and 

to the influence of the chimney inlet size. In case the inlet size of the chimney 

increases along with the cavity width, a lower pressure drop in the inlet can 

counterbalance the reduction in the flow rate caused by reverse flow, so that no 
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optimum width is found (Gan 1998, Chen et al. 2003). Gan (2006) later reported an 

optimum width of 0.55m for a 6m high solar chimney and supported that the 

optimum width increases with chimney height.  

2.5.2 Effect of inlet size of the chimney 

The effect of inlet size of the chimney was also explored in some research and was 

found that wicker effect on the performance compared to that of the cavity width. 

Increasing the inlet size of the chimney by a factor of three, increased the induced 

ACH by 11% in the analytical study of Bassiouny and Koura (2008), while 

Nouanegue and Bilgen (2009) found that volume airflow rate is a decreasing 

function of inlet size of the chimney. Gan (1998) claimed growing airflow rates for 

cavity width beyond 0.3m, as long as the inlet size has the same size as the width.  

2.5.3 Effect of inclination angle of the chimney 

Various inclination angles form 0o to 90o was studied experimentally by Chen et al. 

(2003) for a chimney with a constant height, cavity width and applied uniform heat 

flux. The air velocity profile across the cavity width was found to be more uniform 

when the solar chimney was inclined, leading to lower pressure losses at inlet and 

outlet, and thus to higher airflow rates. Higher airflow rate around 45% was found 

for the angle of 45o. Harris and Helwig (2007) numerically studied the consequences 

of inclining the solar chimney along the roof line of buildings. They argued that 

although the heat gains can be favoured due to tilt, heat transfer between air and 

glazing is higher, resulting in higher heat losses that could reduce the performance. 

Higher flow rates by 11% were found for the optimum angle of 67.5o, while the 

performance at 45o angle was almost the same as that of the vertical solar chimney. It 

is implicit that the impact of solar chimney inclination is highly dependent on the 

latitude of the location.  

2.5.4 Effect of back wall properties of the chimney 

Increasing the thickness of the back wall increases its thermal mass and help to night 

time ventilation because the time distribution of the induced airflow rates changes 

while their magnitude is not significantly altered (Charvat et al. 2004, Martí-Herrero 

and Heras-Celemin 2007). Insulation of the back and side walls are necessary to 

prevent demoralizing heat losses of the solar chimney as well as overheating of the 

adjacent spaces. According to the study of Afonso and Oliveira (2000) it was found 



15 

that airflow rates decreased by 60% without back wall insulation, while Gan (1998) 

reported that 40% of available heat gains would be lost through a non-insulated back 

wall with 0.3m thickness. In that study the surface temperature of the back wall 

increased by 9oC when insulation was applied. Back wall absorptivity should be as 

high as possible to maximize solar heat gains. Increasing the absorptivity from 0.25 

to 1, led to increased airflow rates by 42-57% in all three locations assumed for the 

building (Ho Lee and Strand 2009). Back wall emissivity should be as low as 

possible to restrict radiative heat losses, when a low emissivity coating was applied 

at the back wall, airflow rates increased by 10% in the study of Harris and Helwig 

(2007).  

2.5.5 Effect of chimney front side glazing type  

The use of double glazing can prevent downdraught and thus reverse flow along the 

cold glass surface during winter, but was also found to increase the induced airflow 

rates up to 17% when applied to a Trombe wall used for passive ventilation in the 

summer (Gan, 1998). Harris and Helwig (2007) argued that double glazing improves 

the performance of a solar chimney but only marginally, so that it is not a cost-

effective measure during summer.  

2.5.6 Effect of climate: solar intensity and wind 

The intensity of solar heat flux is the motive force for the operation of the solar 

chimney and is thus the most determinant factor for its performance. In the 

experimental study of Chen et al. (2003) varying values were considered for the 

uniform heat flux on the back wall and the airflow rate was found to rise by around 

38% for a threefold increase of heat flux from 200 W/m2 to 600 W/m2. Mathur et al. 

(2006) found that airflow rate increases linearly with solar radiation and Bansal 

(1993) estimated that a solar chimney with surface area of 2.25 m2, would induce 

100 m3/hr and 350 m3/hr for solar radiation of 100 W/m2 and 1000 W/m2 

respectively. Based on experimental investigations on a small-scale solar chimney, 

Burek and Habeb (2007) derived that the mass flow rate is proportional to 0.572 

times the uniform heat flux supplied to the back wall in W/m2. The simulations of Ho 

Lee and Strand (2009) showed flow rates to vary as much as 200% between the three 

assumed locations of the building, as a result of the varying solar availability.  
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Wind is the second most influential climatic parameter, as it can create positive or 

negative pressures at the outlet of the solar chimney and thus obstruct or enhance the 

airflow. In the outdoor experiments by Arce (2009) at a full-scale solar chimney, the 

highest airflow rates coincided with the highest recorded wind velocity, while 

Afonso and Oliveira (2000) altered their model to include wind effects which proved 

significant error between model predictions and measurements was then lower than 

10%. In the analytical study of Mathur et al. (2006) the large error of 23% was 

attributed to wind effects, which were neglected in the model. In practice, devices 

can be incorporated at the outlet of the solar chimney so that wind of all directions 

creates negative pressures.  

2.6 Turbulence Modelling Techniques for Numerical Modelling of Flow Field 

Most fluid flows occurring in nature are turbulent. Turbulence can be described as a 

state of continuous instability in the flow, where it is still possible to separate the 

fluctuations from the mean flow properties. It is characterised by irregularity in the 

flow, increased diffusivity and energy dissipation (Tennekes and Lumley 1972). 

Turbulent flows are always three-dimensional and time dependent, even if the 

boundary conditions of the flow do not change in time. A comprehensive review of 

simulation techniques for turbulent flows was done by Ferziger, J.H. (1987).  

There are several possible approaches to simulate the turbulent flows. The first, 

Direct Numerical Simulation (DNS) (Eswaran V. and Pope S.B 1988, Rogallo R.S. 

and Moin P. 1984, Rogallo R.S. and Moin P. 1987) numerically integrates the 

governing equations over the whole range of turbulent scales. The requirements on 

mesh resolution and time-step size put very high demands on the computer resources, 

rendering it unsuitable for engineering applications. 

The second approach is generally known as Large Eddy Simulation (LES). In order 

to separate different length scales in a turbulent flow field, a spatial filter is applied. 

Large scale structures that can be resolved by the numerical method on a given mesh 

are called the super-grid scales. The influence of all other (sub-grid) scales to the 

super-grid behaviour is modelled. The rationale behind this principle lies in the fact 

that the small scales of turbulence are more homogeneous and isotropic and therefore 

easier to model. As the mesh gets finer, the number of scales that require modelling 

becomes smaller, thus approaching the Direct Numerical Simulation. Examples of 
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this DNS approach can be found in Deardorff J.W 1970, Givi, P 1989 and Moin and 

Kim 1982. 

An alternative approach to the simulation of turbulent flows is statistical. Separating 

the local value of the variable into the mean and the fluctuation around the mean, it is 

possible to derive the equations for the mean properties themselves. The selection of 

averaging methods depends on the characteristics of turbulent flow, and according to 

Hinze (1975), the following three averaging method can be distinguished:  

1. Time averaging in a fixed point of space, for stationary turbulence, 

2. Space averaging for a fixed moment in time in the case of homogeneous 

 turbulence, 

3. Ensemble averaging for a series of identical experiments. This is the most 

general form of averaging. 

All these methods can appear in two versions, unweighted (Reynolds) and weighted 

such as density-weighted Favre averaging (Favre A. 1965). The Reynolds averaging 

technique operates as follows: 

$(%,') = $((%,') + $′(%,')                                                    (2.9) 

 Where, $*(+,,) denotes the fluctuation about the mean value, defined as: 

$((%,') = lim0→∞ 13 ∑ $5(%,')35=1                                         (2.10)                         

and N is the number of identically performed experiments. 

Applying the above averaging procedure to the incompressible Navier-Stokes 

equations, the following form of the averaged equations can be obtained: 

                            ∇ ∘ 8( = 0                                                                           (2.11)                         

          
9:(
9,  +  ∇ ∘ (8(8() = ; − ∇P( + ∇ ∘ (ν∇8() + 8*8*??????                          (2.12)                      

In the case of compressible flows, Favre averaging is usually applied (Favre (1965), 

Cebeci and Smith (1974)). The term 8′8′??????
 is called the Reynolds stress tensor. In 

order to close the system, further modelling is necessary. 

The task of Reynolds averaged turbulence modelling is to express the Reynolds 

stress tensor in terms of the known quantities. There are two widely accepted 

approaches. The first approach formulates and solves the transport equation for the 

Reynolds stress tensor (and higher moments, depending on the order of the closure). 

It is, however, still necessary to model some of the terms, since the number of 
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unknowns increases faster than the number of equations (Rotta (1951), Launder et al. 

(1975) and Hanjalic and Rodi (1972)). The second and more popular approach 

prescribes a relationship between the Reynolds stress and mean velocity gradient. 

Although models prescribing non-linear relations have been proposed recently 

(Speziale (1987) and Shih et al. (1994)), the most popular approach is to use the 

Boussinesq approximation (Boussinesq (1987)), which prescribes a linear relation of 

the form: 

8′8′?????? = @'A∇8 + (∇8)�B + 23  k D                                                  (2.13)                         

Where, 

k = E
!  8* 8*???????                                                                              (2.14)                         

The kinematic eddy viscosity νF can be evaluated in many different ways, ranging 

from algebraic relations and local equilibrium assumptions to the solution of 

transport equations. The most popular approach is to express νF as a function of the 

turbulent kinetic energy k and its dissipation rate ϵ, leading to a “two-equation’’ and 

named because k and ϵ are obtained by the solution of their respective transport 

equations. The first model of this kind has been proposed by Harlow and Nakayama 

(1968). turbulence model: 

@, = HI JK
L                                                                                  (2.15)               

M = @ 8* 8*: ∇8*?????????????                                                                    (2.16) 

 

Derivation of the transport equations for k and M can be found in Launder and 

Spalding (1974). In fact, a wide variety of k − M models exists, the most noteworthy 

being the standard k − M model by Launder and Spalding (1974) and the RNG k − M 

variant by Yakhot and Orszag (1986) Yakhot and Orszag (1992). The physics of 

turbulence in the vicinity of impermeable no-slip walls is considerably different from 

the other parts of the flow. It is therefore necessary to use appropriate turbulence 

models in the near-wall region. For the most general and detailed treatment, low-Re 

versions should be used (Lam and Bremhorst (1981), Launder and Sharma (1974)). 

However, in order to resolve the near-wall details well, the computational mesh 

needs to be very fine in this region. It is possible to compensate for the existence of 

the wall without resolving the near-wall region, albeit at the expense of considerable 



19 

approximation and, as will be shown later, also with adverse effects on numerical 

resolution. Wall-functions (Launder and Spalding (1974)) represent a simplified 

model of turbulence, which mimics the near-wall behaviour of the velocity, k and M. 

It assumes that the flow near the solid wall behaves like a fully developed turbulent 

boundary layer. In numerical simulations, this model is used to bridge the regions of 

high gradients near the wall and couples with the high-Re k − M  model in the rest of 

the domain. For the details of its derivation and implementation, the reader is 

referred to Launder and Spalding (1974) and Gosman and Ideriah (1983). 

2.6.1 Zero-equation model 

In order to represent the eddy viscosity @', an empirical formula was introduced by 

Prandtl (1925) in which a mixing length scale OP was introduced: 

@, = QOR#,                                                                  (2.17) 

Where, #' is a lateral turbulence velocity, assumed to be proportional to the mixing 

length and the time-mean velocity gradient, expressed by 

#, = OR ST#TUS                                                              (2.18) 

and 

@' = QOP2 VT#TUV                                                               (2.19) 

The only unknown remaining here is the mixing length scale OR. In general it is 

assumed to be proportional to the distance from the nearest wall or the width of a 

shear layer, a wake, a jet, etc. There are no extra transport equations introduced, this 

model is therefore called zero-equation model or mixing length model. 

In the zero equation model, the way of representing the turbulence velocity  
#' = OP WT#TUW lacks generality. For example, a turbulent flow at the centre of a pipe 

where the velocity gradient 
T#TU  is zero, which would lead to a zero #', whereas in fact 

#' is very large. Another drawback of the zero equation models is the difficulty of 

assigning a value for OP in complex turbulence problems which are occurred when 

the flow involves separation and recirculation. 
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2.6.2 One-equation model 

Before introducing the one equation model, it is first necessary to define the 

turbulent kinetic energy k. Similar to other transport variables the instantaneous 

kinetic energy K(t) is defined as the sum of the mean kinetic energy and the turbulent 

kinetic energy: 

X(') = X + Y                                                                         (2.20) 

Where,  X = E
! (#! + Z! + [!)                                                    (2.21) 

And  Y = E
! (#′! + Z′! + [′!)                                                 (2.22) 

The one-equation model suggested by Kolmogorov (1942) uses the turbulent kinetic 

energy k to represent the turbulence velocity \' (\' = √Y). 

The turbulent viscosity is then given by 

^' = H_ ′ Q O` √Y                                                                   (2.23)       

where H_ ′  is an empirical constant ( ≈ 1.0) and O`  is a length scale. k is treated as a 

new dependent variable and can be transported by the governing equation. This 

model is a one step improvement over the zero-equation model in terms of 

representing the turbulence velocity, \', however, it still presents the same difficulty 

as the zero-equation model for determining the length scale O` . 

2.6.3 Two-equation models 

In the one-equation model, the turbulence velocity \' is represented by turbulent 

kinetic energy k which can be transported by the governing equation, while for two-

equation models, efforts have been made to represent the length scale by some 

quantity which could be similarly transported in the same way as k. The dissipation 

rate of the turbulent kinetic energy ε, was introduced by Launder & Spalding (1974) 

and the length scale l is expressed by a combination of k and ε. 

O = HI YKa
M                                                                 (2.24) 

where H^ is a constant. The turbulent viscosity ^' is therefore defined by 

^' = H^ QY2
M                                                              (2.25) 

The transport equations for turbulent kinetic energy k and its dissipation rate ε are 

given as follows (Launder & Spalding 1974): 
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T(QY)T' + TbQ#cYdTec = TTec fg^ + ^'hYi TYTecj + kY − Ql                       (2.26) 

 

T(Ql)T' + TbQ#cldTec = TTec fg^ + ^'hli TlTecj + H1lkY lY − QH2l l2
Y      (2.27) 

where the kY is the production of turbulent kinetic energy due to shear stresses, 

expressed by: 

kY = b^ + ^'d  fT#5Tec + T#cTe5j                                      (2.28) 

The model introduced above is the standard k −ε model, the most widely used and 

validated turbulence model for engineering applications (Kato et al (1992), Shankar 

et al (1995)). There are five adjustable constants used in this model for 

H^ , hY , hl , H1l  m0n H2l  as 0.09, 1.0, 1.3, 1.44 and 1.92 respectively.  

These values were determined by substantial investigation of experimental data and 

have been found to be applicable over a wide range of turbulent flows. However, if 

these constants are sensitive to a numerical solution for a specific turbulent flow, the 

values can be adjusted. For example, the constant H^ was changed from 0.09 to 0.11 

by Kulmala (1997) in order to accurately predict the mean velocity in a thermal 

plume. 

One improvement to the standard k -ε model was made by Yakhot et al (1992) in 

which a complex mathematical procedure termed the Renormalisation Group (RNG) 

Theory was applied. The following model equations are taken from Yakhot et al 

(1992). 

T(QY)T' + TbQ#cYdTec = TTec fg^ + ^'hYi TYTecj + kY − Ql                                         (2.29) 

T(Ql)T' + TbQ#cldTec = TTec fg^ + ^'hli TlTecj + bH1l − H1l∗ dkY lY − QH2l l2
Y         (2.30) 

Where, kY is the same as in the standard k −ε model. 

2.6.4 Reynolds stress model 

In the Reynolds Stress Model (RSM) (Launder et al (1975)), the individual Reynolds 

stresses/fluxes (have six Reynolds stresses and three Reynolds fluxes) are 

represented by exact transport equations rather than using the eddy viscosity 
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assumption. The derivation of these Reynolds stresses/fluxes equations can be found 

in relevant literatures such as Launder & Spalding (1972), or Leschziner (1990). 

Compared with two-equation turbulence models, RSM is a more accurate way to 

model fluid flows due to its rigorous and detailed mathematical formulation. 

However, a great deal of computational cost is added for solving the nine extra 

transport equations for Reynolds stresses/fluxes. For complicated turbulent flows it is 

still very difficult to handle even using modern computers. In order to reduce the 

computational cost, Rodi (1985) tried to simplify the transport equations by 

approximating the convection and diffusion terms into algebraic expressions, to give 

what is known as the Algebraic Stress Model (ASM). Although ASM is not as well 

validated as the k −ε models it can be used in flows where the isotropic assumption 

of eddy viscosity is not appropriate. 

2.6.5 Large eddy simulation 

In the large-eddy simulations (LES) model (Deardorff (1970)) small eddies are 

filtered from the instantaneous motions and are modelled using some simple models. 

The LES model can be used to resolve the unsteady, three dimensional evolution of 

the large scale turbulent flow field and monitor the flow at any moment in time and if 

mean flow quantities are required the calculations must be done over a sufficient 

large time scale. Although its computational cost is less than the direct numerical 

simulations (Murakamni (1997) of turbulence, it still requires impractical amounts of 

computing to be a model that can be recommended for engineering applications. This 

model has been used to investigate cases such as isothermal flows in channels 

(Deardorff (1970)) or over a cube (Murakami et al (1987)). 
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3 CFD TECHNIQUES FOR NUMERICAL MODELLING OF 

FLOW FIELD  

The physical properties of fluid flows are governed by three fundamental 

conservation laws namely the conservation of mass, momentum and energy. These 

laws can be interpreted in terms of partial differential equations. Computational Fluid 

Dynamics is a numerical method of determining a solution to the governing 

equations of a fluid flow by advancing the solution through space and/or time to 

obtain a numerical description of the whole flow field of interest. 

3.1 Governing Equations of Continuum Mechanics 

The problems relevance to continuum mechanics has significantly interaction with 

characteristic length scale and time scales compared to the scales of the discrete 

structure of the matter. Therefore, any physical property of the matter can describe as 

a continuous function in a space-time coordinate system. The rate of change of the 

intensive physical property ϕ in time can be written in material derivative form as: 

nn' p Q$(+,,)nq =  TT'rs(,) p Q$nq + t nu. Q$89rs(,)rs(,)                     (3.1) 

Where, Q is density, 8 is the velocity vector, ' is the time, qv is the material volume 

and nu is the outward pointing unit normal on Tqv('). 

The rate of change of $ in qw is equal to its volume and surface sources. It can be 

written in differential form: 

TQ$T'  + ∇ ∘ (Q$8) = xq($) + ∇ ∘ x`($)                                       (3.2) 

Where, xq is the volume source and x` is the surface source.  

The above form can be used to represent all the governing equations of continuum 

mechanics, valid for any continuum (Aris 1989).  

In the present study attention has been focused on the modelling of solar induced 

buoyancy driven natural convective flows in an enclosure with one horizontal 

opening and one vertical opening to identify the suitable geometrical parameters for 

occupants’ thermal comfort. According to the problem definition, conservation laws 

for a Newtonian fluid: the continuity equation, the momentum equations and the 

energy equation can be written as: 
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Conservation of mass: 

TQT'  + ∇ ∘ (Q8) = 0                                                           (3.3) 

It represent the increase of mass within a finite control volume of a fluid should be 

equal to the difference between the mass inflow and mass outflow. 

Conservation of linear momentum: 

TQ8T'  + ∇ ∘ (Q88) = Q; + ∇ ∘ m                                               (3.4) 

Newton’s second law stated that the rate of change of momentum equals the sum of 

the forces acting on the fluid control volume considered. 

Conservation of energy: 

The rate of change of energy within a control volume is equal to the sum of the net 

heat exchange rate and the rate of net work done on the volume. This is the first law 

of thermodynamics and can be stated as: 

TQyT'  + ∇ ∘ (Qy8) = Q;8 + ∇ ∘ (h8) − ∇ ∘ z +  Qx                            (3.5) 

However, the number of un-known quantities is, however, larger than the number of 

equations in the system, making the system indeterminate. In order to close the 

system, the following set of constitutive relations which depend on the properties of 

the continuous medium of interest is used: 

For Newtonian fluids, internal energy defines as a function of pressure P and 

temperature T. 

# = #({,|)                                                            (3.6) 

The total energy is calculated as the sum of the kinetic yw and internal energy 

y = yv + #({,|) =  12  88 +  #({,|)                                   (3.7) 

The equation of state: 

Q = Q({,|)                                                             (3.8) 

The Fourier’s law of heat conduction: 

z = −}∇�                                                             (3.9) 

Generalised form of the Newton’s law of viscosity: 

h = − gk + 23 ^∇ ∘ 8i D + ^~∇8 + (∇8)|�                          (3.10) 

These constitutive relations, together with the governing equations for a continuum 

create a closed system of partial differential equations for Newtonian fluids. 
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Continuity equation: 

TQT'  + ∇ ∘ (Q8) = 0                                                    (3.11) 

Navier-Stokes equations: 

TQ8T'  + ∇ ∘ (Q88) = Q; − ∇ �k + 23 ^∇ ∘ 8� + ∇ ∘ �^A∇8 + (∇8)�B�       (3.12) 

Energy equation: 

TQyT' + ∇ ∘ (Qy8) = Q;8 + ∇ ∘ (k8) − ∇ ∘ �23 ^(∇ ∘ U)8� + ∇ ∘ A^b∇8 + (∇8)�d8B 
+∇ ∘ }∇� + Qx                                                               ( 3.13) 

The transport coefficients } and ^ are also functions of the thermodynamic state 

variables: 

} = }({,|)                                                           ( 3.14) 

^ = ^({,|)                                                       ( 3.15) 

For incompressible and isothermal fluids (Q = constant and } = ∝), the system can 

be further simplified to: 

∇ ∘ 8 = 0                                                               (3.16) 

T8T'  + ∇ ∘ (88) = ; − ∇k + ∇ ∘ (\∇8)                             (3.17) 

With these assumptions, the set of governing equations for conservation of mass, 

momentum and energy in Cartesian coordinates can be written as follows taking the 

y-direction being in the vertical direction.  

Continuity: 

T(Q#)Te + T(QZ)Te + T(Q[)Te = 0                                           (3.18) 

Momentum in x-direction:  

T(Q#)T' + T(Q##)Te + T(QZ#)TU + T(Q[#)T� = − T�Te + ^ �T2#
Te2 + T2#

TU2 + T2#
T�2�       (3.19) 

Momentum in y-direction:  

T(QZ)T' + T(Q#Z)Te + T(QZZ)TU + T(Q[Z)T�
= − T�TU + ^ �T2Z

Te2 + T2Z
TU2 + T2Z

T�2� − Q;�(�∝ − �)                           (3.20) 
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Momentum in z-direction:  

T(Q[)T' + T(Q#[)Te + T(QZ[)TU + T(Q[[)T� = − T�T� + ^ �T2[
Te2 + T2[

TU2 + T2[
T�2 �        (3.21) 

Energy:  

TT' bQH��d + TbQ#H��dTe + TbQZH��dTU + TbQ[H��dT�   
= Y �T2�

Te2 + T2�
TU2 + T2�

T�2 � + z′′                                                             (3.22) 

3.2 Modelling Natural Convection 

Natural convection flows in buildings are normally generated by thermal buoyancy. 

When a natural convection flow is influenced by other forces, e.g. pressure 

difference induced by wind effect, the convection flow becomes the combination of 

natural and forced convection. For engineering applications of these types of flows, 

where the temperature differences and compressibility effects are small, the flow is 

treated as incompressible and can be modelled using the Boussinesq approximation 

(Boussinesq (1903)). The fluid properties ρ, µ and Prandtl number (a relative 

measure of momentum diffusivity and thermal diffusivity) are treated as constants by 

the approximation except for the density in the momentum equations which is 

written as 

Q� = Q� − �(� − ��)                                                              (3.23)  
where Q� and � are the density and the thermal expansion coefficient at a reference 

temperature �� . Normally, ��is taken as the ambient temperature in a natural 

convection boundary layer or the average temperature in an enclosure, and � ≈ E
|�  . 

Based on this approximation, the modelling equations for steady state, 

incompressible turbulent natural and forced convection flows are given by the 

following form.        

T#�Te� = 0                                                                (3.24) 

When applying the Boussinesq approximation for modelling buoyancy-driven flows 

the temperature variation ∆T of the fluid domain should not be larger than 30ºC 

(Etheridge & Sandberg (1996)). Assuming density is constant may be inappropriate 

for large temperature variations. In building simulations, the temperature differences 
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in air are usually small and the density variation can be ignored. Therefore the 

Boussinesq approximation is assumed to be sufficient. 
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4 MODELLING AND VALIDATION OF MATHEMATICAL 

FRAMEWORK 

4.1 Geometrical Modelling of the Experimental Framework  

For CFD simulations, a geometrical model was prepared based on a simplified model 

of the office interior space as shown in Figure 3.1 and 3.2. The internal dimensions 

of the space are 1.8 m long, 1.65 m wide and 2 m high. The room has a 0.5 m by 0.6 

m opening in the centre of one its face, and a 1.40 m wide inlet variable in height, on 

the opposite side which is open to the base of the cavity. 0.1 m uniform wall 

thickness was used in the model.  For convenience of modelling, furniture and other 

obstructions inside the space were ignored. The mesh was generated using the 

blockMesh tool available in OpenFoam.   

 

Figure 4.1: Plan view of the geometrical model 

 

Figure 4.2: Sectional view (A-A) of the geometrical model 

X 

W1 
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4.2 Boundary Conditions Used for Simulation  

The boundary conditions were set to match conditions existing in the experimental 

setup which was used to collect actual data. The wall surfaces were assumed to be 

adiabatic and zero temperature gradient was employed except hot surfaces of the 

chimney walls. A constant temperature was applied on the hot surfaces of the 

chimney walls. Ambient temperature and pressure values were used to simulate the 

fluid walls of the free environment.  

Wall function models are available in OpenFOAM applied as boundary conditions 

on individual patches and different wall function models were applied to different 

wall regions. Wall function models used for the properties of the flow regime are 

represented in Table 4.1 

Table 4.1: Boundary field types and values used for each variable 

Variable  Description  Boundary Field Type  Boundary Field Value  

alphat  Thermal diffusivity  alphatWallFuntion  uniform 0 

epsilon  
rate of dissipation 
in turbulent kinetic 
energy  

epsilonWallFuntion  uniform 0.01 

k  
rate of production 
in turbulent kinetic 
energy  

kqRWallFunction  uniform 0.1 

kappat  
turbulent thermal 
conductivity  

kappatJayatillekeWall
Function  

uniform 0 
Prt 0.85 

nut  
turbulent kinematic 
viscosity  

nutWallFunction  uniform 0 

p  Pressure  calculated  $internalField 

p_rgh  static Pressure  buoyantPressure  uniform 0 

T  Temerature  
fixedValue  
ZeroGradient  

ambient , chimney wall 
T 

U  Velocity  fixedValue  uniform (0 0 0) 
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4.3 Mesh Design  

The purpose of the computational mesh is to allow the solution of the flow variables 

by tracking transport of mass, momentum and enthalpy. To do this accurately, it is 

important to place more grid nodes in areas where there may be large gradients in the 

flow variables, such as near solid boundaries and openings, in relation to other areas 

where the flow gradients are relatively low.  

In the present study, hexahedral cells were created with fine mesh near the walls 

using OpenFoam. For a simple shape the hexahedral elements is the best because it 

usually results in less numerical diffusion (Fluent, Inc. 2006). A non-uniform grid 

distribution was used. Close to the heated walls, chimney inlet and chimney outlet 

areas, the number of grid points or control volumes were increased to enhance the 

resolution and accuracy. An appropriate modelling of the turbulence phenomena 

involved in the chimney space implies that the mesh should be designed properly to 

define minimum cell size to compute the turbulent mixing appropriately with the 

proposed geometry.  

Mesh density depends on the near-wall modelling strategy adopted for resolving the 

problem under turbulent flow conditions, and is determined by the y+ characteristic 

parameter. The parameter, y+ termed as the dimensionless wall distance, and defined 

by the relation , where y represents the distance of the cell centre to the wall and ,U 

was used to find a suitable correct grid size near the walls T where represents shear 

stress near the wall.  

Nielsen et al. (2007) provided a correlation for choosing the initial cell count for the 

mesh. The correlation used is N = 44400 x V0.38 where N is the number of cells and 

V is the volume in m3. It is important to emphasize that there can’t be a truly 

universal correlation of volume and cell count, due to the fact that complexities of 

the flows in buildings can greatly differ and therefore influence the number of cells 

required. The volume of the chimney considered is varies from 0.3 to 1.5 m3 which 

according to Nielsen’s correlation, corresponds to roughly 28,100 to 51,800 cells. 

Keeping in view this correlation, y+ requirements near walls and computational 

capability of available computers, the cell count in the range of 28,000 - 52,000 cells 

respectively was used in chimney regime for the CFD simulations. The wall adjacent 

cells had to be very small to obtain the required values. A fine mesh near the walls 
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and coarser mesh away from wall was generated to avoid excessive computational 

effort as shown in figure 4.3.  

 

Figure 4.3: 3 - dimensional view of mesh generated using openFOAM 

4.4 Mesh Sensitivity of the Numerical Results  

To ensure the accuracy of the numerical results, a grid independence study was 

carried out. Different grid sizes in the x, y and z-coordinate directions used to 

determine the influence of grid size on the results. A mesh sensitivity test was 

performed to examine the mesh independence of the numerical results. Three mesh 

densities employed for whole confined domain were investigated as 854,156, 

1,018,632 and 1,535,244 number of cells respectively.  

Typical effect of grid density on the mean mass flow rate at window, chimney inlet 

and outlet were obtained using the Standard k-ɛ turbulence model and results are 

shown in table 4.2.  

Table 4.2: Effect of grid density on predicted average mass flow rate 

Mesh 

No. 
No. of Cells 

Average air mass flow rate (kg/m3) 

at window Chimney inlet Chimney outlet 

Mesh-1  854,156 0.1131 0.1163  0.1164 

Mesh-2  1,018,632 0.1156 0.1164  0.1176 

Mesh-3  1,535,244 0.1160 0.1164  0.1177 



32 

There is a difference of less than 1% between the predicted results obtained by three 

meshes thereby indicating the results are essentially mesh independent.  

4.5 Numerical Solution Procedure 

The validated CFD model based on the use of the Reynolds Averaged Navier-Stokes 

(RANS) modelling approach with the Standard k-ɛ turbulence model was utilized 

using the steady-state solver for buoyant, turbulent flow of incompressible fluids 

called “buoyantBoussinesqSimpleFoam” in OpenFOAM. In dealing with the 

buoyancy forces in the momentum equations the Boussinesq approach was adopted. 

In addition, the rate of dissipation term (ε) in the energy equation was assumed to be 

0.01 kg/ms due to the low velocities involved.  

For buoyant pressure discretization, preconditioned conjugate gradient (PCG) solver 

was employed while U, T, k and epsilon was discritized using Preconditioned (bi-) 

conjugate gradient (PBiCG) solver. PCG is used for symmetric matrices and 

PBiCG is used for asymmetric matrices. Pressure-velocity coupling discretization 

was done by using Semi-implicit method for pressure-linked equations (SIMPLE) 

algorithm. Second order upwind scheme was used to discretize the momentum and 

other equations in the numerical simulations. 

4.6 Solution Convergence Criteria 

The equations for mass and momentum conservation were iteratively solved to get a 

converged solution, until the sum of the absolute normalized residuals for all the 

cells in flow domain became less than 10-4 while the energy equation was iterated 

until the residual fell below 10-6, the solution then being considered to be converged. 

Under-relaxation factors 0.3, 1, 2, 0.8, 0.8, 1, 0.9 for pressure, density, momentum, 

turbulence kinetic energy, turbulence dissipation rate, turbulent viscosity, energy 

respectively were used. In all the cases considered, the convergence criteria were met 

after about 9,000 iterations using a mesh size of approximately 1,018,000 cells.  

4.7 CFD Model Validation 

Bouchair (1987) has studied performance of a full-scale 1.5 m wide and 2 m high 

solar chimney that was part of a 3.6 m3 room under laboratory conditions. A series of 

CFD simulations were run using the identified mesh density for the model which was 

experimentally tested by Bouchair (1987). Numerical results were obtained when the 
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5 NATURAL VENTILATION POTENTIAL IN LOCAL 

CLIMATE FOR THERMAL COMFORT PREDICATION 

It is necessary to identify the influence of the environmental factors to evaluate the 

conditions of thermal comfort of a particular space. The analysis was carried out for 

the buildings located in Colombo using Typical Metrological Year 2 (TMY2) 

weather data available for Colombo, Sri Lanka (Longitude/ Latitude 7.025˚ North 

80.0˚ East). TMY2 weather file consists of hourly data for solar radiation, dry bulb 

and wet bulb temperature and wind speed throughout the year. Solar assisted 

buoyancy driven displacement ventilation can effectively use during the daytime. 

Therefore, hourly weather data available for the daylight hours from 6.00 a.m. to 

6.00 p.m. were used in the present analysis.    

5.1 Influence of the Temperature and Relative Humidity 

The variation of weather conditions during the daytime were investigated by plotting 

weather data on the psychrometric chart as shown in figure 5.1. The results of the 

analysis were illustrated more than 99% of the data confine to the space bounded by 

dry bulb temperature range of 22˚C - 33˚C and relative humidity range of 40% - 

100%. In the figure 5.1 the data plotted in green color indicates the comfort zone 

defined by adaptive comfort model in ASHRAE 55-2004 and 44% of the daytime 

falls into the comfort zone.  

Figure 5.1: Psychrometric chart for Colombo climate during daylit from 6.00 a.m. to 6.00 p.m. 
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In naturally ventilated spaces where the occupant can open and close windows, their 

thermal response depend in part on the outdoor climate. Many occupants have wider 

comfort range than in the buildings with mechanical cooling systems. Further, 

adaptive comfort model assumes occupants adopt their clothing to thermal 

conditions. However this model does not apply if a mechanical cooling or heating 

system is in operation.   

According the significance of hourly variation in the outdoor climate during daytime 

throughout the year, the analysis can further be improved by classifying data under 

two periods such that Period-1from November to April and Period-2 from May to 

October. As illustrated in figure 5.2, only 37% of the daytime was comfortable 

during the Period-1 if ASHARE 55-2004 adoptive comfort model is used. 

 

Figure 5.2: Psychrometric chart for the Period-1 of Colombo climate during daytime 

Due to the significant variation observed in mean hourly climate data, the 

investigation was further extended by plotting the daily minimum and daily 

maximum values reported for the dry bulb and wet bulb temperatures. Figure 5.3 

illustrates the results of the investigation carried out for the Period-1. This can be 

used to identify the daily maximum and daily minimum conditions recorded for the 

outdoor climate of the months during the period of November to April. It was 

observed that during the months of January, February and March, the variation 
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between the maximum and minimum values are significantly high compared to the 

other months of the year.  

 

Figure 5.3: Outdoor climate variation for the Period-1 with daily minimum-maximum 

Outdoor climate conditions plotted on the psychrometric chart for the Period-2 is 

shown in figure 5.4 which illustrates 52% of the daytime falls into the comfort zone.  

 

Figure 5.4: Psychrometric chart for the Period-2 of Colombo climate during daytime 
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Corresponding daily maximum and daily minimum conditions recorded for the 

outdoor climate of the months during the period of May to October were shown in 

figure 5.5. During the Period-2, relative humidity is varied in between 65% and 95% 

more than 95% of the daytime. Therefore, humid climate conditions can be expected 

during the daytime of the Period-2.    

 

Figure 5.5: Outdoor climate variation for the Period-2 with daily minimum-maximum 

Indoor thermal condition is highly influenced by dry bulb temperature of the climate. 

Therefore, monthly average dry bulb temperature variation during the daytime was 

studied to choose an appropriate value for dry bulb temperature to evaluate the 

thermal comfort condition and this variation is represented in figure 5.6. Maximum 

monthly average value of the dry bulb temperature was reported as 33.28˚C while 

minimum was recorded as 24.21˚C during daytime.  
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Figure 5.6: Monthly average dry bulb temperature variation 

Further, variation of the monthly mean dry bulb and wet bulb temperature during 24 

hours of the day was analyzed and results for each month are respectively 

represented in figure 5.7 and 5.8. This information was used to predict the amount of 

ventilation rate required for months throughout year. 

 

Figure 5.7: Variation of the dry bulb and wet bulb temperature from January to April 
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Figure 5.8: Variation of the dry bulb and wet bulb temperature from May to December 
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5.2 Influence of the Solar Irradiation 

Factors influence air flow thorough the solar chimney are the location and orientation 

of the building, size of ventilated space and internal heat generation. The chimney 

induces airflow through the space when solar radiation impinges on it. Solar 

radiation is absorbed at the wall surface of the chimney then the air in the chimney is 

heated by convection and radiation heat transfer from inner wall of the chimney. The 

decrease in density experienced by the air causes it to rise, whereupon it is replaced 

by air from adjacent space attached to it. The air flow rate drawn through the space 

depends upon the buoyancy force experienced, the resistance to flow through the 

chimney and the resistance to the entry of fresh air into the room. Therefore, air flow 

through ventilated space can be maximized by increasing the buoyancy force while 

reducing the other resistance to the flow. The buoyancy force depends upon the 

temperature difference between heated air and the fresh air. For a given set of 

weather conditions, airflow through the space can be improved thereby increasing 

the solar radiation incidents on the chimney wall. However, fluctuation of solar 

radiation during the daytime changes air flow rate through the building thereby 

providing the importance to feasibility study on solar radiation for a chosen climate.  

 

Figure 5.9: Solar irradiation based on hourly average values with its theoretical variation 

Figure 5.9 shows the recorded solar irradiation of the direct normal and global 

horizontal valued generated on hourly average values with its theoretical variation. 



42 

Maximum value for the direct normal is recorded in March as 700 Wh/m2 per hour. 

Figure 5.10 show the variation of hourly average direct, diffuse and total irradiation 

with corresponding dry bulb and wet bulb temperatures during the daytime. The 

maximum peak value of the total solar irradiation recorded as 900 Wh/m2 at noon 

during the month of March while minimum value recorded as 700 Wh/m2 in June. 

 

Figure 5.10: Variation of hourly average direct, diffuse and total irradiation with corresponding dry bulb 
and wet bulb temperatures 
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6 RESULTS AND DISCUSSION 

Thermal comfort is defined in ISO 7730 as "the condition of mind that expresses 

satisfaction with the thermal environment". It is now normal practice to express the 

thermal comfort conditions in term of indices such as Predicted Mean Vote (PMV) 

and Predicted Percentage of Dissatisfied (PPD). These indices are adopted in ISO 

7730 and are calculated by empirical equations as described in Chapter two, Section 

2.3.2.  

In the present work, the PPD values in the occupied region of the simplified office 

space were calculated from six basic variables: activity, clothing, air temperature, air 

velocity, mean radiant temperature (MRT) and humidity. The values of the activity 

(metabolic rate) and clothing (ensemble insulation) were determined using ASHRAE 

55 (2007) as applicable to tropical climate condition. The mean radiant temperature 

was taken as same as dry bulb temperature because the space is located in a tropical 

climate and the space does not have any cold source. The mean value of the air flow 

velocities (V) in the area of interest was determined from the CFD simulations 

applying realistic boundary conditions. Mean air temperature inside the space was 

taken as ambient temperature assuming walls are adiabatic except the heated wall of 

the chimney.  

In natural ventilation, the stall air within the space is frequently displaced by the air 

surround the building to naturally condition the space by means of wind driven 

ventilation or buoyancy driven ventilation. Therefore, the condition of indoor 

thermal comfort is highly depended on the condition of the environment surround the 

building. Thus, it is essential to identify the limitations imposed by the 

environmental factors on thermal comfort to evaluate the possibility of employing 

natural ventilation in the chosen climate zone.  

6.1 Feasibility of the Climatic Conditions to Employ Natural Ventilation 

The variation of PPD value with ambient temperatures and air flow velocities were 

analyzed under the different relative humidity levels. For the analysis, the humidity 

levels were selected considering the weather details of the different climatic locations 

and its variation throughout the year. The upper limit of air flow velocity was 

determined according to the maximum attainable flow velocity under the solar 

assisted buoyancy driven ventilation studied in the research. The range of the dry 
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bulb temperature was limited by its variation during daytime and the acceptable level 

of PPD value corresponding to the natural ventilation. The results of the analyses 

present in table 6.1. In the calculations, the values of metabolic rate (met) and 

clothing insulation (clo) were taken as 1.1 and 0.65 respectively considering the 

sedentary activity-light office work. 

Table 6.1: Variation of PPDNV with ambient temperatures and air flow velocities under different relative 
humidity levels 

RH = 50% RH = 60% 
Velocity [m/s] Velocity [m/s] 

DBT[°C] 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 

28 6.4 5.5 5.1 5.0 5.0 7.1 5.9 5.4 5.1 5.0 

29 9.4 7.8 7.0 6.4 6.1 10.6 8.8 7.8 7.1 6.7 

30 14.2 12.3 11.1 10.3 9.7 16.0 13.9 12.6 11.7 11.0 

31 20.9 18.9 17.6 16.7 16.0 23.4 21.2 19.9 18.9 18.1 

32 29.3 27.5 26.4 25.6 25.0 32.4 30.6 29.5 28.6 27.9 

33 39.2 38.1 37.4 36.9 36.5 43.0 41.9 41.1 40.6 40.2 
 

RH = 70% RH = 80% 
Velocity [m/s] Velocity [m/s] 

DBT[°C] 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 

28 7.8 6.4 5.7 5.4 5.2 8.8 7.1 6.2 5.7 5.4 

29 12.0 10.0 8.8 8.0 7.5 13.5 11.2 9.9 9.0 8.4 

30 18.0 15.7 14.3 13.3 12.5 20.2 17.7 16.1 15.0 14.2 

31 26.1 23.8 22.3 21.2 20.4 28.9 26.5 24.9 23.8 22.9 

32 35.8 33.9 32.7 31.8 31.1 39.3 37.3 36.0 35.1 34.3 

33 46.9 45.7 45.0 44.4 44.0 50.8 49.7 48.9 48.4 47.9 
 

RH = 90% RH = 100% 
Velocity [m/s] Velocity [m/s] 

DBT[°C] 0.1 0.2 0.3 0.4 0.5 0.1 0.2 0.3 0.4 0.5 

28 9.8 7.9 6.9 6.2 5.8 11.0 8.8 7.6 6.9 6.4 

29 15.1 12.7 11.2 10.2 9.4 16.9 14.2 12.6 11.5 10.6 

30 22.5 19.8 18.1 16.9 16.0 25.0 22.1 20.3 19.0 18.0 

31 31.9 29.3 27.7 26.5 25.5 35.0 32.3 30.6 29.3 28.3 

32 42.9 40.8 39.5 38.6 37.8 46.5 44.5 43.1 42.1 41.3 

33 54.8 53.7 52.9 52.4 51.9 58.8 57.7 56.9 56.4 55.9 

The predicted percentage dissatisfied under the different combustions of 

environmental factors confined the standalone use of a natural ventilation system to 

make a naturally conditioned space. The value of PPD with more than 20% is forced 

designer to use either a mechanical ventilation system or a mechanical cooling 
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system to maintain the required indoor thermal comfort level. Further, these results 

will be helped to predict the time duration which required to operate an alternative 

system when natural ventilation system cannot meet the specified requirement. 

6.2 Effect of Geometric Parameters on Thermal Comfort 

The thermal performance of the buildings is depended on many factors. Therefore, a 

parametric analysis is required to quantify the effect of the various parameters on its 

thermal comfort. Further, the analysis helps to explore and understand the 

mechanisms controlling the thermal performance of the space. The present study has 

been focused only on the use of solar assisted buoyancy driven natural ventilation in 

an office space and an investigation of the effect of the main parameters influencing 

the solar chimney and the thermal performance of the space.  

The most influential geometrical parameters have been identified as chimney inlet 

height and width, the gap between chimney walls and the height and width of the 

inlet window. In addition, construction material and structural design of the space 

and the chimney and solar intensity, radiation properties of the building surfaces and 

shading are also influenced on the thermal performance. The selected parameters 

were varied one by one in a certain range with some variations from the chimney 

design specifications selected to determine the sensitivity of the thermal performance 

to each parameter. Some typical results are presented in this section concerning the 

effect of these parameters on the thermal performance of the space. The effect of 

each input parameter was examined in terms of four output performance parameters 

such as mean value and standard deviation corresponding to the flow velocity and the 

PPD value.  

For the purpose of simulation, the ambient temperature was taken as 29.6°C 

considering the results obtained by climatic data analysis while relative humidity 

level was taken as 80% based on the annual mean value calculated for daytime 

period. The values of activity, metabolic rate for seated activity and clothing 

insulation were selected as 0, 60 W/m2 and 0.5 Clo respectively. The air flow 

velocities in the area of interest were determined from the simulated results of CFD. 

These values were used to calculate the value of PPDNV for the evaluation of the 

thermal comfort conditions in the occupied area of the space. The velocity flow field 

on a horizontal plane at 0.6 m above the floor level has been selected to investigate 
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the thermal performance for the seated activity. Therefore, CFD simulations were 

carried out to investigate the influence of chimney wall temperature on the air flow 

field in the space by varying the geometric parameters of the chimney with its wall 

temperature. The temperature difference between inside surface of the chimney wall 

and ambient air changed from 5˚C to 30˚C at 5˚C intervals. The width of chimney 

was changed from 0.1 m to 0.5 m while chimney inlet height was changed from 0.1 

m to 0.4 m. The results obtained for the mean velocity and mean PPDNV with 

corresponding standard deviation values for seated activity are given in Tables 6.2.  

Table 6.2: PPDNV and flow velocity variation with the temperature difference between ambient air and 
chimney surface for diffenernt geomerical configurations  

 Case A: Cavity width 0.1 m inlet height 0.1 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 19.7 15.3 12.9 11.5 10.9 10.5 

PPD% - SD 2.2 2.6 2.6 2.6 2.6 2.6 

V (ms-1) – Mean 0.13 0.22 0.26 0.29 0.32 0.36 

V (ms-1) – SD 0.10 0.17 0.21 0.23 0.26 0.28 

 
Case B: Cavity width 0.2 m inlet height 0.1 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 19.2 14.7 12.3 10.9 10.3 9.9 

PPD% - SD 2.4 2.8 2.8 2.7 2.7 2.7 

V (ms-1) - Mean 0.15 0.27 0.33 0.37 0.40 0.44 

V (ms-1) - SD 0.12 0.21 0.26 0.29 0.32 0.35 

 
Case C: Cavity width 0.3 m inlet height 0.1 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 19.3 14.8 12.4 11.0 10.4 10.0 

PPD% - SD 2.3 2.8 2.8 2.7 2.6 2.7 

V (ms-1) - Mean 0.15 0.26 0.32 0.36 0.40 0.43 

V (ms-1) - SD 0.12 0.21 0.25 0.28 0.31 0.34 

 
Case D: Cavity width 0.5 m inlet height 0.1 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 19.4 15.0 12.5 11.0 10.4 10.1 

PPD% - SD 2.3 2.7 2.7 2.7 2.6 2.6 

V (ms-1) - Mean 0.14 0.25 0.31 0.36 0.39 0.42 

V (ms-1) - SD 0.11 0.19 0.24 0.28 0.30 0.33 
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The graphical representations of the statistical analysis tabulated for each case in the 

table 6.2 are shown respectively from figure 6.1 to 6.8 to illustrate the velocity 

variation and the PPDNV variation separately.  

 

Figure 6.1: Average velocity variation with temperature difference for Case A 

 

Figure 6.2: Average PPDNV variation with temperature difference for Case A 
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Figure 6.3: Average velocity variation with temperature difference for Case B 

 

 

 

Figure 6.4: Average PPDNV variation with temperature difference for Case B 
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Figure 6.5: Average velocity variation with temperature difference for Case C 

 

 

 

Figure 6.6: Average PPDNV variation with temperature difference for Case C 
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Figure 6.7: Average velocity variation with temperature difference for Case D 

 

 

 

Figure 6.8: Average PPDNV variation with temperature difference for Case D 
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Further, mean values of the velocity and PPDNV were plotted with corresponding 

standard deviation values thereby identifying the best fit regression equations and 

coefficient of correlation. Curves shown by the dotted lines are illustrated the upper 

bound and the lower bound of the standard deviation of the mean values of the 

velocity and predicted percentage of dissatisfies people on the horizontal plane 

selected for the analysis.  

The air was supplied to these layers from the room through an inlet at the bottom of 

the cavity. Simulated results showed that the flow of air in the cavity takes place 

within layers near the heated wall surfaces. The thickness of each boundary layer at 

the top of the cavity varied slightly with the temperature difference between the 

heated wall surface of the cavity and the ambient air and the layer was thicker with 

the higher temperature differences.  In addition, the analysis showed that the flow 

velocity is dependent upon the temperature difference between the heated cavity 

walls and the ambient air and thereby the convective heat transfer coefficient is also 

dependent on the cavity width and the velocity of the air flow. The temperature 

increase of the air as it travels along the cavity also was found to be a nearly 2nd 

order polynomial function of the said temperature difference. 

The figures show that with the increase of temperature difference calculated mean 

velocity is also increased thereby reducing the number of occupants thermally 

dissatisfied within the space. However, the difference between the maximum and 

minimum values of the local velocities reported in the simulation increases with the 

temperature difference showing a drastically diverging behaviour. Further, that 

represents the velocity difference between air moving through the vertical centre 

plane of the room and air stagnated closer to the walls and corners of its space. This 

may be caused of boussinesq approximation used in the numerical scheme of the 

simulation.    

A significant variation in the calculated values of the PPDNV were identified when 

temperature difference varies from 5°C to 20°C but beyond that difference it was not 

much affected. For a fixed 0.1 m chimney inlet height, the mean velocity increases 

up to 0.2 m of the cavity width and then it decreases by confirming the optimum 

width for an effective cavity. This variation can be observed for all the identical 

temperature differences indicated in case A, B, C and D. According to the PPDNV 

values calculated based on the simulations, almost 90% of the occupant can be 
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thermally satisfied in the space considered under case B, if the optimum cavity width 

is used as 0.2 m for 0.1 m effective chimney inlet height.  

Similarly, another studied was carried out under the four distinct cases, to investigate 

the chimney inlet height on the thermal performance of the space. The results 

calculated for the geometric configurations of 0.4 m inlet height with its various 

cavity widths are represent in table 6.3. 

Table 6.3: PPDNV and flow velocity variation with the temperature difference between ambient air 
 and chimney surface for different geometrical configurations 

 Case E: Cavity width 0.1 m inlet height 0.4 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 19.7 15.5 13.0 11.4 10.8 10.4 

PPD% - SD 2.1 2.5 2.6 2.6 2.6 2.6 

V (ms-1) - Mean 0.13 0.21 0.25 0.30 0.33 0.36 

V (ms-1) - SD 0.10 0.16 0.19 0.23 0.25 0.27 

 

 Case F: Cavity width 0.2 m inlet height 0.4 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 18.3 13.8 11.5 10.0 9.6 9.3 

PPD% - SD 2.4 2.8 2.7 2.6 2.6 2.5 

V (ms-1) - Mean 0.16 0.29 0.35 0.42 0.44 0.46 

V (ms-1) - SD 0.12 0.22 0.27 0.32 0.34 0.35 

 

 Case G: Cavity width 0.3 m inlet height 0.4 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 18.2 13.7 11.3 9.9 9.5 9.2 

PPD% - SD 2.4 2.8 2.8 2.6 2.6 2.6 

V (ms-1) - Mean 0.17 0.30 0.38 0.43 0.46 0.48 

V (ms-1) - SD 0.13 0.23 0.30 0.33 0.35 0.37 

 

 Case H: Cavity width 0.5 m inlet height 0.4 m 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

PPD% - Mean 17.9 13.5 11.0 9.8 9.3 9.1 

PPD% - SD 2.5 2.9 2.8 2.6 2.6 2.6 

V (ms-1) - Mean 0.19 0.33 0.42 0.46 0.48 0.51 

V (ms-1) - SD 0.14 0.25 0.32 0.35 0.37 0.39 
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The graphical representations of the statistical analysis tabulated for each case in the 

table 6.3 are respectively presented from figure 6.9 to 6.16 to demonstrate the mean 

velocity variation and mean PPDNV variation separately. 

 

Figure 6.9: Average velocity variation with temperature difference for Case E 

 

Figure 6.10: Average PPDNV variation with temperature difference for Case E 
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Figure 6.11: Average velocity variation with temperature difference for Case F 

 

 

 

Figure 6.12: Average PPDNV variation with temperature difference for Case F 
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Figure 6.13: Average velocity variation with temperature difference for Case G 

 

 

 

Figure 6.14: Average PPDNV variation with temperature difference for Case G 
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Figure 6.15: Average velocity variation with temperature difference for Case H 

 

 

 

Figure 6.16: Average PPDNV variation with temperature difference for Case H 
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As the inlet height increases the resistance to the air flow is decreased, thus the flow 

will increase. However increasing the inlet height will result in reducing the internal 

wall area, consequently heat storage will be less. It can be seen that results obtained 

under Case E for 0.1 m cavity width with 0.4 m inlet chimney height is nearly same 

as the results produced under the Case A for same cavity width with 0.1 m chimney 

height. Therefore, the air flow field on the selected horizontal plane at 0.6 m above 

ground is not affected by the chimney inlet height if cavity width is kept as narrow as 

possible. Further, chimney maintains the same gap between heated walls for the both 

cases. As a result, development and the growth rates of the thermal boundary layers 

and velocity boundary layers may be similar for both cases thereby establishing the 

same boundary layer thickness. However, for Case F, G and H investigated, it was 

found that mean velocities of the air flow are slightly greater than the values those 

are calculated under the respective geometric configurations in Case B, C and D. 

Similarly, number of occupants dissatisfied in the space also reduces compared to the 

corresponding cases investigated under the 0.1 m chimney inlet height.  

It was also noticed that mean air velocity increases with the increase of temperature 

difference between heated surface of the chimney wall and ambient air for all cases 

investigated under the employed numerical scheme. The consequent PPDNV values 

calculated for each case also reduces with increases of the temperature difference. 

The standard deviation values related to velocity of the flow in each case increases 

with the increase of temperature difference, thereby increasing the difference 

between the maximum and minimum value of the velocity. In Case G and Case H, a 

considerable variation can be recognized in the standard deviation values calculate 

for velocity compared to Case C and Case D respectively. Therefore, if width of the 

cavity is larger than 0.2 m, variations in the velocity field are greatly influenced by 

the chimney inlet height. Further, simulated results shows that more air tends to 

stagnate closer to the side walls and to the corners of the space providing a narrow 

down velocity field.  

However, it is necessary to improve the thermal performance of the space for the 

design purpose by minimize the number of occupant dissatisfied and also 

maintaining the less fluctuation between maximum and minimum values of the 

velocities. The effect of the cavity width on the thermal performance of the space can 

be model with the 2nd order polynomial as a function of temperature difference. 
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Simulated flow field indicates an air flow from the outside by downward flow 

through the top near the centre, if the cavity is wide enough.  

The polynomial curves show that the calculated results for a cavity with an inlet 0.1 

m high gives lower values than those given for 0.4 m inlet height, probably because 

of the increase of pressure loss with the narrow inlet. This consequently shows the 

optimum width for an effective cavity. If the cavity were taller, the optimum cavity 

width would be greater. For a 0.4 m high cavity, the optimum width to induce 

ventilation without down flow would be about 0.4 m. 

In view of design aspect, it is necessary to identify the area which air being stagnant. 

Therefore, contours for velocity and corresponding PPDNV distribution were plotted 

as shown in figure 6.17 and 6.18 respectively for Case B.  

 

Figure 6.17: 3-D view of the velocity magnitude on the horizontal plane at 0.6 m above the floor 

 

Figure 6.18: 3-D view of the PPDNV distribution on the horizontal plane at 0.6 m above the floor 
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The velocity and PPDNV plots would solve all the difficulties encountered in 

selecting a geometrical configuration based on their standard deviation values. Figure 

6.19 to 6.28 show the velocity and PPDNV plots for temperature differences simulated 

in a 0.1 m inlet height and 0.2 m cavity width specified in Case B.  

 

Figure 6.19: Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 5°C of CASE B 

 

Figure 6.20: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 5°C of 
CASE B 
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Figure 6.21: Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 10°C of CASE B 

 

 

Figure 6.22: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 10°C of 
CASE B 
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Figure 6.23: Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 15°C of CASE B 

 

 

Figure 6.24: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 15°C of 
CASE B 
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Figure 6.25: Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 20°C of CASE B 

 

 

Figure 6.26: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 20°C of 
CASE B 
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Figure 6.27: Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 25°C of CASE B 

 

 

Figure 6.28: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 25°C of 
CASE B 
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Figure 6.29 to 6.38 show the velocity and PPDNV plots for temperature differences 

simulated in a 0.4 m inlet height and 0.5 m cavity width specified in Case H.  

 

Figure 6.29: Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 5°C of CASE H 

 

 

Figure 6.30: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 5°C of 
CASE H 
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Figure 6.31Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 10°C of CASE H 

 

 

Figure 6.32: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 10°C of 
CASE H 
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Figure 6.33Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 15°C of CASE H 

 

 

Figure 6.34: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 15°C of 
CASE H 

 



67 

 

 

Figure 6.35Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 20°C of CASE H 

 

 

Figure 6.36: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 20°C of 
CASE H 
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Figure 6.37Magnitude of the velocity variation on the horizontal plane at 0.6 m above the floor for 
∆T= 25°C of CASE H 

 

 

Figure 6.38: PPDNV distribution on the horizontal plane at 0.6 m above the floor for ∆T= 25°C of 
CASE H 
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These velocity plots can be used to identify the areas which are difficult to ventilate 

by means of the buoyancy driven displacement ventilation. The velocity plots clearly 

show the effect of the chimney wall temperature on velocity distribution on the 

horizontal plane. These results will help to identify the areas which can be utilized 

for seating purpose in a naturally ventilated space. Further, the analysis also greatly 

helps building designers to examine the modifications need to the dimensions of inlet 

window to maximize the air flow distribution. The PPDNV plots indicate the amount 

of area which can be naturally conditioned by means of natural ventilation. 

The velocity variation relevance to 0.1 m inlet chimney height with the temperature 

difference for various cavity widths are shown in table 6.4 and plots in figure 6.39 

respectively. 

Table 6.4: Velocity variation with temperature difference for various cavity widths and 0.1 m fixed 
inlet height 

Cavity 
width [m] 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

W 0.1 0.13 0.22 0.26 0.29 0.32 0.36 

W 0.2 0.15 0.27 0.33 0.37 0.40 0.44 

W 0.3 0.15 0.26 0.32 0.36 0.40 0.43 

W 0.5 0.14 0.25 0.31 0.36 0.39 0.42 

 

 

Figure 6.39: Velocity variation against temperature difference for each cavity with 0.1 m fixed inlet 
 height 
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Figure 6.39 shows that mean velocity of the flow increases with the increase of the 

temperature difference between heated chimney wall and ambient air. A significant 

difference in the mean velocity can be clearly visualize for 0.2 m cavity width 

compared to 0.1 m cavity width, thereby meeting the optimum width for the 

corresponding inlet height. Beyond 0.2 m cavity width, the said variations are 

insignificant.  

For a 0.4 m chimney inlet height, the velocity variation with temperature difference 

for various cavity widths are tabulated in table 6.5 and illustrates in the figure 6.40. 

The mean velocity values are considerably changed when cavity width changes from 

0.1 m to 0.2 m and thereafter, values are slightly increases with the temperature 

difference. 

Table 6.5: Velocity variation with temperature difference for various cavity widths and 0.4 m fixed 
inlet height 

Cavity 
width [m] 

Temperature difference [ ˚C ] 

5 10 15 20 25 30 

W 0.1 0.13 0.21 0.25 0.30 0.33 0.36 

W 0.2 0.16 0.29 0.35 0.42 0.44 0.46 

W 0.3 0.17 0.30 0.38 0.43 0.46 0.48 

W 0.5 0.19 0.33 0.42 0.46 0.48 0.51 

 

 

Figure 6.40: Velocity variation against temperature difference for each cavity with 0.4 m fixed inlet 
height 
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Air flow through the chimney was found to be affected by the width of the chimney 

and height of the chimney inlet. Air flow rates reduced as the width of the chimney 

widened. When the chimney width exceeded more than 0.3 m wide, it has been 

noticed that air flowing downwards through the chimney from its outlet. A reduction 

in the flow velocity was also observed when the cavity space was narrowed to less 

than 0.15 m, probably due to increased friction. The chimney inlet height also 

affected the air flow rate. As the height of the inlet was increased the velocity of the 

air flow increased.  

Statistically it can be observed that the mean velocity of the flow maximises when 

the cavity width is between 0.2 m and 0.3 m.  Increasing the cavity width from 0.3 m 

to 0.5 m shows a decline in the mean velocity of the flow which suggests that 

increasing the cavity width above 0.3 m may not be beneficial. However, considering 

the standard deviation the changes in mass flow rate may not be as significant as it 

appears.  

The graphs also show that increasing the surface temperature increases the mean 

velocity of the air flow. This can be explained by the fact that with high surface 

temperatures, the air within the cavity gets hotter thereby reducing its density and 

increasing the bouncy pressure. However, considering the standard deviations, the 

results suggest that as the surface temperature is increased above 35˚C the increase in 

mass flow rate may not be significant as it appears on the graphs.  

If the inlet height is reduced, and the cavity is widened, downward flow becomes 

significant. If the inlet height is increased and the width of the cavity is decreased, 

the hot air in the cavity will be replaced by cooler air from the inlet. Consequently, 

down flow becomes less significant. Upward flow takes place in layers close to the 

bounding surfaces. Outside these hot layers, in the centre, the air goes downward 

only when the cavity is wide. 

For higher cavities, the mass flow will be greater. The height of the cavity in practice 

is limited to the height of the building. The observations played an important role in 

understanding the air flow mechanisms in the space and the cavity. The results 

showed the significance of a heated cavity in producing air currents. For optimum 

design, inlet height and cavity width are important parameters. To avoid down flow 
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the width of the cavity should be kept as narrow as possible within the limits 

specified. 

According to ASHRAE 55- thermal comfort conditions, more than 70% of space 

falls within the range of 80% acceptable limit under the natural ventilation. In 

general, these results are accurate more than 95% when the temperature difference 

between heated surface of the wall and the ambient air is below 30oC. Further, 

accuracy of the results tends to decrease with the increases of the temperature 

difference.  
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7 CONCLUSIONS AND RECOMMENDATIONS 

7.1 Conclusions 

Thesis described numerical investigations of the indoor airflows and temperature 

distributions in office space of buildings and the solar-assisted buoyancy-driven 

ventilation airflows in a simple geometry were carried out using Computational Fluid 

Dynamics (CFD) techniques. The numerical results obtained for the different designs 

were compared with the available experimental measurements and good agreement 

was obtained between the numerical predictions and the experimental measurements. 

The results obtained indicated that the CFD approach can be helpful in the 

preliminary design of an office spaces.  

A few changes in the selected geometry were conducted based on the parametric 

study. The modified design of the building integrated with a chimney having a 

central plate 0.3 m wide cavity with distributed window over the wall was modelled 

and various flow situations of the buoyancy-driven ventilation were simulated.  

Effect of convergence and divergence of the air flow at inlet to the window and 

outlet of the chimney respectively were taken in to account by modelling a 

surrounding environment of the room. Appropriate initial boundary conditions were 

applied to the model for simulation. It was assume that enclosure surface of the 

surrounding air of the room at rest with ambient pressure and temperature. All walls 

belonging to the room were assumed initially at rest on wall surfaces with 

environmental condition except heated surface of the chimney which was set to 

constant temperature which always higher than ambient temperature to make air flow 

through it. The conclusions for this part of the study are:  

From the results obtained, it was noted that thermal comfort condition is improved 

up to 90% under the buoyancy driven ventilation.  The PPDnv (%) values indicate 

that only 9.3% of the occupants would not be satisfied with the thermal conditions on 

the horizontal plane at 0.6 m above the floor, but on the edges of the floor more than 

20% of the occupants are dissatisfied with the thermal conditions. It was noticed that 

overall thermal conditions prevailing in the building due to buoyancy-driven 

ventilation are in the comfortable zone.  
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The calculated PPDNV values indicates that most of the occupied areas of the office 

space are naturally conditioned and only a small percentage of less than 20% of the 

space is expected to be slightly uncomfortable in the region closer to the walls.  

7.2 Recommendations for Future Work  

The research described in this thesis has demonstrated the ability of CFD techniques to 

provide a fundamental understanding of the complex thermal phenomena inside 

office space and to analyze the ventilation strategies for such buildings. In order to 

give a complete picture of ventilation airflows and heat transfer in atria buildings, 

some extensions of the present work are recommended to be considered:  

� The results of this study can be considered as being at the initial design stage of 

an energy efficient building that would provide a comfortable indoor thermal 

environment. Future research should include a study of the effects of wind speed 

and other climatic factors.  

� Work to investigate the accuracy of CFD modelling for the buoyancy-driven 

flows in more complex spaces could be undertaken.  

� The airflow pattern and temperature distributions in more complex buildings 

should be studied experimentally to provide further results the validation of CFD 

models. More controlled experimental studies of chimney performance are also 

required.  
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