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Abstract 

The field of Genetic Programming in Artificial Intelligence strives to get a computer 

to solve a problem without explicitly coding a solution by a programmer.  Genetic 

Programming is a relatively new technology, which comes under automatic 

programming. After the initial work by John R. Koza in genetic programming, many 

researches have been done to discover data models in various datasets. These works 

have been rather domain specific and little attention have been given to develop 

generic framework for modeling and experimenting with genetic programming 

solutions for real world problems. 

A project has been launched to develop a visual environment to design and 

experiment with genetic programming solutions for real world problems. It is named 

as GPVLab to mean its ability to facilitate the discovery of data models for real world 

problems through a wide range of experiments.  GPVLab takes any numerical dataset 

as the input. Also the user should select the reference column before the main process. 

If user has not specified a column, the system will automatically take the last column 

as the reference column. This system has two possible ways to feed datasets into the 

system. There is an inbuilt facility to manually enter all the data. Furthermore this 

system facilitates data loading from comma separated value (*.csv) files. Output of 

this system is an evaluable expression. Users can initiate the main process by feeding 

data and selecting the reference column. Then the system runs the genetic 

programming process by generating populations of expressions and evaluating them 

to find their fitness. Finally the system determines the best fit model for the dataset. If 

the system has found a perfect solution or the maximum number of generations has 

exceeded, then the system stops the process and output the best so far model. This 

system outputs an evaluable expression as the data model in reverse polish notation 

(RPN). If the resultant expression only contains basic functions, GPVLab 

automatically converts the resultant evaluable expression in RPN into more human 

readable infix notation. System is developed for any person who needs to discover a 

model out of a collected numerical dataset. Advanced users with the knowledge of 

Genetic Algorithms or Genetic Programming can use advanced settings for better 

results. Nevertheless the default settings will work for most of the problems. 

Knowledge about Genetic Programming is not a necessity. 
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The system has been developed using C# language with .NET framework 4.0. 

GPVLab also extends the AForge.NET framework to accommodate data with 

arbitrary number of attributes and to remove noise in data. The system has an option 

to use two function sets for discovering process, namely basic and extended. Basic 

function set contains operators such as addition, substations, multiplication and 

division. Extended faction set has the ability to generate models consisting of square 

root (sqrt), sine (sin), cosine (cos), logarithms (ln) and exponential (exp) in addition to 

the basic operators. Upon completion of the discovering process, the system 

immediately allows the user to evaluate the model by providing required parameters. 

The system has the facility to save resultant models and access and evaluate them via 

library as required.  Model library is developed using SQL compact Edition database, 

which does not require SQL Server instance to operate. Hence, this software is highly 

portable and can be installed or run in any computer with .NET Framework 4.0 

installed. 

GPVLab has been compared with WEKA as the main evaluation. A real world noisy 

dataset with eight columns has been used as the main input dataset. This main 

experiment has proved that the error rate of the solution generated by WEKA falls 

between -93.74% and 52.00% but the error rate of the solution generated by GPVLab 

falls between -24.15% and 24.51%. Further GPVLab has successfully discovered data 

models in simple datasets including square root of a number, addition of three 

numbers and a dataset with ten columns which has a known data model. All these 

solutions were achieved in less than 150 generations. The experiment of finding the 

square root function has been done using the extended function set and it directly 

provided the answer using „sqrt‟ function within the first generation. Experiments 

performed by tweaking advanced settings showed that all the required facilities are 

there in GPVLab to experiment with genetic programming problems. Furthermore the 

results obtained through users with no knowledge about genetic algorithms or genetic 

programming, proved that this can be a really good tool for the researches in non 

technical fields as well. GPVLab has achieved all the objectives of this project. 

According to the main evaluation it is evident that GPVLab can generate solutions 

which provide better results in 56% of the time. It is concluded that GPVLab can be 

used to model genetic programming application very conveniently.  
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